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Milena Filipova
South-West University "Neofit Rilski" - Blagoevgrad, Bulgaria
Blagoevgrad 2700, lvan Mihailov Str. 60, Bulgaria
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ABSTRACT

Corporate culture is a complex and multifaceted phenomenon. It is formed under the influence
of the people working in the organization, while at the same time determining their behavior
and interactions. The main purpose of this article is to establish the main stages that the
company goes through in the formation of its corporate culture. The attention is focused on the
role of the manager and the main tools that contribute to the implementation of the desired
corporate culture. The main expected results are identified stages in the process of forming the
corporate culture. The main research methods used in the study are content analysis, method
of comparison, intuitive and systematic approach, method of analysis and synthesis.
Keywords: Corporate culture, Moral authority, Stages of formation, Strategy, Values

1. INTRODUCTION

The importance and role of corporate culture has long been recognized by theory and practice.
The interest in the cultural peculiarities of the organization appeared in the late 1970s and the
reason for this is the assessment of the role of the human factor in the activities of the
organization. The topic of corporate culture was actively discussed in the 1960s and 1970s and
continues to be particularly relevant today. This is due to the fact that the knowledge of the
characteristic features of the corporate culture of the enterprise allows to assess the degree of
its stability, its competitiveness, to suggest possible directions of management decisions and
achieve the planned results. Moreover, the corporate culture "contributes to sustainable
innovative development” (Kyurova & Koyundzhiyska-Davidkova, 2018, p. 128). Corporate
culture is the major socio-cultural factor for the improvement of the activities of an enterprise.
(Filipova, 2021, p. 588) It influences the achievement of good economic results - efficiency,
effectiveness, sustainability and profitability. A well-developed company culture is extremely
useful for the ongoing processes in the organization. ,,It is an important indicator of the strategic
decision-making process in the organization” (Yaneva, 2021, p. 352). The people in the
organization are required to be committed, active, to be able to work in teams, to show
creativity, responsibility and productivity, whereas the leaders are required to show recognition
(Borisova, 2017, p. 143).

2. STAGES OF FORMATION OF THE CORPORATE CULTURE

Corporate culture covers all the recognized rules, values, established traditions, habits and
aspirations, formed at the establishment and formation of an enterprise, which are accepted and
performed by its members (Filipova, 2021, p. 129). At first glance, the company culture is
something very simple, but it is not easy to build the perfect culture that carries an energy
charge. This depends on the leader’s personality, his knowledge, skills and leadership qualities.
If he wants people to be engaged, they need to be involved in work processes and be motivated
to achieve more. If he wants people to participate in the life of the company, they must be
trained to show devotion and loyalty (Borisova, 2017, p. 143). Establishing the stages in the
process of forming the corporate culture is important for increasing the efficiency of this
process.
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In building a corporate culture that supports the development strategy of the organization,
management must consistently go through several main stages.

e Mission selection of the organization, defining the strategies, main goals and values.

e Study of the existing corporate culture. Determining the degree of compliance of the
existing corporate culture with the strategy for development of the organization developed
by the management .

e Development of organizational activities aimed at the formation and development of the
desired values and patterns of behavior.

e Targeted impact over the corporate culture in order to eliminate negative values and
develop attitudes that contribute to the accomplishment of the developed strategy.

e Evaluation of the success for the impact on the corporate culture and introduction of the
necessary corrections.

2.1. Mission selection and development of the organization's strategy

In this respect, the main characteristics of the external environment of enterprises, such as: its
strong instability and high dynamism, the constant intensification of competition in industry
and / or regional markets, extremely rapid development of information technology, have a
strong influence. (Dimitrova, 2014, p. 5) Each organization exists because of a specific purpose
and mission, because of a particular social function. (Borisova, 2017) Corporate culture
management aims to receive better feedback from the staff, to create conditions for self-
motivation of staff within the norms and rules of behavior adopted by the company.
(Prokopenko, 2011, p. 170) The corporate culture is designed not only to stimulate the increase
of productivity and quality of work of the employees, but also to support the mission and
strategy of the organization. In fact, it is about the formation of an effective corporate culture
for an organization, which cannot stay unchanged due to the change in external conditions and
this requires its constant development. This activity is guided by senior management and
requires a deeper understanding of the role of strategic management of the company and human
resource management. Changes in the cultural values of the society and in the value priorities
of the employees in the organization must constantly be monitored.

2.2. Study of existing corporate culture

In order to change and develop the company culture in accordance with the requirements of the
company's strategy, first it is necessary to be fully explored. Before making changes, two
questions must be answered:

1) What is the current corporate culture?

2) What should be the corporate culture so as to support the company's strategy?

Once the desired state of the corporate culture has been determined and its existing state has
been established, a decision can be made about those actions that will allow to move from the
existing state to the desired one. The study of culture can be done in many ways: interviews,
study of oral folklore; examination of documents; studying the rules, traditions, ceremonies and
rituals existing in the organization; study of the existing model of human resources management
and management style.

2.3. Methods for forming the corporate culture

Today, various methods have been developed that enable managers to create and maintain the
corporate culture which is necessary for the success of the strategy and for the development of
the organization.
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Different corporate cultures are effective for different countries and industries, so that there
cannot be determined only one optimal company culture that can be formed in each organization
or in a given country. After there has been established what requirements must be performed
by an organization's culture, in the context of a concrete development strategy, management
must determine what the philosophy of management should be. Based on the philosophy of
management, the leaders of the enterprise outline principal methods for forming an effective
organizational culture. In principle, the management of the enterprise can influence the
development of culture in two ways. The first method is an assessment of the culture and its
perspective for development from "above" with the expectation that this will lead to enthusiasm
and support from most members of the organization. This method requires a sincere personal
commitment from the manager to the values he believes in. The application of the second
method starts from the “bottom” and managers must monitor what values exist in each
department in the organization, trying step by step to influence the culture of the organization
in the desired direction.

2.4. The role of the leader in the formation of corporate culture

As sources of corporate culture Schein points out: 1) the views, values and ideas of the founders
of the organization; 2) the collective experience gained from the creation and development of
the organization; 3) the new attitudes, values and beliefs introduced by the new members of the
organization and the leaders (Shein, 1985, p. 111). The first source is crucial for the formation
of the organization and, consequently, of the corporate culture, because the founders determine
the main purpose of the existence of the organization — a mission and principles of interaction,
as they select employees who are supporters of the main issues and direct and regulate techno
behavior. The combination of what the managers pay attention to and what they do not pay
attention to, allows the subordinates to get acquainted with their notions and ideas regarding
various aspects of the organization's activity. (Zlateva, 2020, p. 172) The activities and
problems to which managers pay special attention provide information about their priorities,
goals and views. (Shein, 1985, p. 115) If they focus on too many things or are inconsistent in
choosing objects of their particular interest, subordinates use other signals or their own
experience to determine what is really important. As a result, there is a very wide range of
points of view in the organization and a large number of subcultures are formed. "In cases where
the organization is in a crisis situation, the outcome proposed by its leaders and employees leads
to the formation of new norms, values and working procedures and defines important basic
beliefs. Crises are especially important in the formation and distribution of culture, as increased
emotional tension characteristic for these periods allows to increase the intensity of training.
Crises cause anxiety, and its reduction is a powerful motivational tool for the acquisition of new
knowledge.” (Shein, 1985, p. 207) Therefore, “it is important for effective business
management to study and know the processes that accompany the emergence and the course of
crisis situations, as well as the opportunities to overcome them (Kyurova, 2013, p. 19). "If
founders or managers want to instill their values and beliefs in their subordinates, they must
create an appropriate system of incentives and development. Immediate messages determined
by the daily behavior of the leader can be supported in a long-term plan by the incentive system
adopted by the organization. If the messages at different levels contradict each other, a
conflicting organization with a predominantly unclear culture or no culture at all may result”
( Stephen & Bechtel, 1996, p. 147). "In small organizations, composition, structure,
architecture, rituals, and official statements are factors of consolidation rather than culture
formation. When an organization enters a stage of maturity and stability, the same mechanisms
become primary "culture-creating”mechanisms which will limit the actions of the future
managers.
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If the mechanisms are not contradictory, they will contribute to the creation of organizational

ideologies and formalization of informal lessons learned in the initial period of the

organization's existence. If the mechanisms are contradictory, they will either be ignored or

become a source of conflicts” (Shein, 1985, p. 213). The experience of a number of successful

companies shows that managers adhere to team management. S. Betchel points out that the

attention in team management is focused on: ( Stephen & Bechtel, 1996, p. 148)

e taking into account the financial interests of consumers;

¢ ability to inspire subordinates to achieve future results;

e strengthening the sense of ownership among the members of the management team;

e creating an atmosphere of trust through personal example for a high standard for quality in
work.

In order for the management team to work effectively, each of its members, apart from the
position they hold, must be ready to delegate authority to their colleagues, to be open to critical
self-assessment and evaluation of colleagues, maintain discipline and maintain tolerance in the
most difficult conditions (Bogdanska, 2019, p. 71). High efficiency of the team is based on the
mutual trust of its members. S. Betchel emphasizes that in the early 90's a completely new era
in the life of business structures began: internal competition between managers in companies
was replaced by cooperation. It finds a concentrated expression in the team approach, which
offers a clear distinction between the powers and the level of responsibilities of leading
company leaders.

3. MORAL AUTHORITY

Betchel accepted as the basis for the formation of an effective culture the need for the leader to

become a moral leader. ( Stephen & Bechtel, 1996, p. 150) The leader can become a moral

leader in the organization only when he is ready to effectively perform the functions of moral
authority within the existing corporate culture. (Burlachuk, 2000, p. 92) For the purposes of the
study, it is necessary to focus attention on the specifics of the functions of authority. According
to Betchel, the mechanism of the process of functioning (strengthening) of moral authority

includes the following functions: ( Stephen & Bechtel, 1996, p. 151)

e An incident in the activity of the organization related to a situation of moral choice and
moral conflict. Turning to moral authority in order to find a "way of salvation™ (way out of
a crisis situation) - a prophetic function of moral authority.

e Presentation by the moral authority of the moral principle, on the basis of which the
justification (correctness) of the chosen option for resolving the crisis situation is revealed
- verification function of the moral authority.

e Determining by the moral authority of the hero (heroes) who acted during the incident, in
accordance with moral principles and the creation of "legends™ that contain a recipe for
morally justified actions in a crisis situation - a legitimizing function of moral authority.

e This legend becomes one of the main scenarios of the corporate culture, and the behavior
of the heroes becomes a role model. The cult towards heroes illuminated with moral
authority - an institutional function of moral authority.

e Reassessment of moral authority in a crisis situation: it is regarded as a precedent in a series
of possible similar events - a function of prediction.

o Critical analysis of the crisis situation in order to prevent possible extremes in the future.
Creating a moral authority of the canonical version of the incident (organizational myth) -
a narrative function of the moral authority.

e Establishment of new norms of behavior and moral sanctions for violation of the
prohibitions - a taboo function of moral authority.
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The mechanism of embodiment in the corporate culture of new norms, principles and models
is the content of the activity of the moral leader (Bazarova & Eremina, 2002, p. 55). Founders
often have a coherent theory of how organizations are designed to be most effective. The
character of the organization and the structure of construction of the organization are
determined by the idea of the head- founder of what should be the principles according to which
the employees of the organization act ( Stephen & Bechtel, 1996, p. 214). When the new
leadership heads the organization, it obtains the existing structure and culture as a limiting
condition. "Management is forced to work within these restrictions, which are designed and
implanted without bearing in mind the particular qualities and management style of the previous
manager” (Nedelcheva, 2018, p. 201). The formation of joint experience of the members of the
organization as a social unit is created in the course of solving two main problems: the problem
of external adaptation and survival and the problem of internal integration. They are presented
in Table 1.

Problems of external

adaptation and
survival

Problems of external integration

Defining the mission of the organization, its
goals, choice of the strategy for the
accomplishment of the mission.

Setting goals based on consent.

Defining the methods for achieving the goals
(choice of organizational structure, system of
subordination and incentives).

The development of criteria for measuring the
achievement of  organizational  results
(information and control system).
Establishment of the type of corrective actions.
Explanation of the successes and failures,
providing information about the opportunities
and successes to the representatives of the

Choice of communication methods
(common language and concepts used).
Creating memberships in the organization
and its groups.

The development of the rules for
obtaining, maintaining and losing power,

the distribution of statute in the
organization.
Defining  rules  for interpersonal
interaction.

Formulation of desired and unwanted
behavior (punishment and rewards).
Development of ideology and religion in
the organization.

external environment.

Table 1: Main problems in the formation of joint experience of the members of the
organization
(Source: Stephen, D. & Bechtel, J., 1996. Reflections on success. Daedalus, 125(2), pp. 148)

In addition to creating moral authority, there are standard methods that are more objective and
less dependent on the personality of the leader and that contribute to the implementation of the
desired values (Lipatov, 1997, p. 65). Economic methods are related with free and contractual
commodity-financial relations on a mutually beneficial basis and reflect the desire of employees
to achieve the main goal of the organization. Economic methods are used so as to influence the
vital needs of employees. By reducing the importance of financial incentives, they contribute
to promoting the needs on a social, spiritual and creative level. “The economic stability of the
enterprise, participation in ownership, profit and / or in the decision-making process are bonuses
that demonstrate the effectiveness of the principles, values and norms of behavior encouraged
by management” (Atanasova, 2020, p. 91). To administrative methods we can relate the
methods of direct, formal guidelines of principles, standards, norms and rules of behavior in
combination with administrative sanctions by the management of the enterprise, based on the
relationship of power and subordination, such as statutes, work schedule, organization of
disciplinary relations, information.
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Administrative methods differ with accuracy, distinctness, unambiguity and stability, which
allows employees to quickly adapt to them, as well as their application when controversial
situations arise. Administrative methods are in line with the company's development strategy
and personnel policy. They are very effective when normative regulation of the activity prevails
and are used in combination with the system of incentives. To the administrative methods for
forming a corporate culture can be attributed the criteria for staff selection, staff development
and training, the formation of the mission, strategy and structure of the organization, the
distribution of roles and responsibilities. Psychological methods are related to the use of group
processes for influence over the personality that is part of the workforce and the individual,
especially by authoritative employees (group pressure, influence). Also, psychological methods
affect the personality and characteristics of the perception and assimilation of the relevant
models of behavior. It has long been proven that people best learn new models by imitation.
The leader must become a model for imitation, to set an example of such an attitude to work,
which should be formed and developed in subordinates. Psychological impact is possible not
only by creating psychological pressure or impact. The introduction and demonstration of the
effectiveness of cultural models makes it possible to really see where the development of culture
in a certain direction leads, forms conviction and removes limitations. Symbolic methods are
related to the material embodiment of the main ideas and values of corporate culture (in the
form of symbols, slogans, logical and semantic associations, behavioral cultural forms, etc.).
These methods are aimed to the production and use of cultural forms, which purpose is to
capture and transmit the cultural experience of the effective interaction of other generations of
employees. These methods are characterized by a lot of emotional intensity, which attracts
employees to use them, high speed of impact, they concentrate in themselves semantic and
technological ideas. Symbolic methods make it possible to distinguish one community from
another, giving it a unique color. One person is more susceptible to the impact of these methods
because of his emotionality. Symbolic methods are good because depending on the direction in
which corporate culture is changing, different meanings can be given to symbols without
changing their appearance, which creates a sense of continuity and stability. In conclusion, we
will point out that the methods used to form an innovative corporate culture must be used in
combination, which acts upon all aspects of the activity of the enterprise. Some of them require
quite large costs, for example remuneration for certain behaviors, development of psychological
training or invitation of specialists, development of measures to influence employees. Some of
these methods require a one-time high cost, and maintaining the viability of the developed
symbol forms is not very expensive, but rather requires a systematic approach to them.

4. MAIN EVENTS FOR THE FORMATION OF CORPORATE CULTURE
Various ways and tools that contribute to the implementation of the desired corporate culture
can be applied (Steklova, 2005, p. 132).

4.1. The behavior of the leader

This is the most effective tool of impact, but also the most difficult to implement. Of course,
the leader must start with himself. In fact, it is about the manager's perception of a new role for
himself: not a boss who orders, but a leader who captivates with his example. Not every
manager is able to change himself in the name of the prosperity of the organization. The trend
is that the leader in the 21st century increasingly strives to become a leader and effectively
manage the staff. The behavior of the manager is most clearly manifested and, accordingly,
most strongly influences the employees to accept the proposed model of behavior in critical
situations. The cultivated attitude in the organization towards the people and their mistakes is
most shown in such moments.
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4.2. Stimulation and motivation system

Human resources are one of the main factors for achieving and maintaining a sustainable high
level of competitiveness, and hence for the prosperity of the enterprise. (Dimitrova & Vladov,
2014, p. 23) An experienced management body of an enterprise is aware of the fact that the key
force in the achievement of the goals is formed by the qualities of people and their contribution
to the common work. (Dimitrova & Sotirova, 2020, p. 165) Corporate culture is greatly
influenced by which staff behavior is supported and which behavior is suppressed by existing
management practices. (Yuleva, 2019, p. 79) What matters is how the management perceives
the manifestation of independence and initiative on the part of the subordinates. The
construction of a system of motivation is designed to form such behavior in employees, which
IS necessary for the best implementation of the strategy (Zlateva, 2013, p. 308). The principles
of building a system of stimulation and motivation must take into account ethnic or national
models of work, as well as those values, norms and rules of behavior that characterize the
corporate culture of the enterprise. In the process of functioning of the motivation of work there
Is a transition from updated needs, which are realized by work activity, to work behavior which
answers the strategic goals of the enterprise. As indicators for the efficiency of the motivation
process can be defined: the inclusion or not in the activity of the enterprise; job satisfaction,
which in crucial degree depends on the correspondence between the nature of the work
performed and the interests of the person; work behavior.

4.3. Selection criteria in the organization

Each company possesses a variety of personalities — staff with a diversity of personal and
professional qualities (Yaneva & Serafimova, 2020, p. 173). Recruitment and selection are a
key element of the human resources management system. (Dimitrova, 2018, p. 145) It is
necessary to determine which employees will be given preference: professionals with the
necessary knowledge and experience to perform today's functions, or employees who at the
required professional level are potentially more valuable to the company, as they can and want
to acquire new skills to meet the challenges of tomorrow. ,,From this point of view, the
education and development of human resources and their lifelong learning is important fer both
for companies and for individuals” (Dimitrova & Vladov, 2017, p. 187).

4.4. Personnel training

The training and increaseing of the qualification of the staff are designed not only to transfer
the necessary knowledge to the employees and to develop their professional skills. “Training is
an important tool for promoting and ensuring the desired attitude to work, to the organization.”
In the process of training it is explained what behavior the organization expects from its
employees and what behavior will be encouraged and supported. From the point of view of the
strategic management of human resources, it is very important that the training envisages the
mastery by the employees not only of the professional knowledge that is necessary for the
performance of the work, but also knowledge about the implementation of these functions
which will be necessary after several years in line with the company's strategy. It is about a the
system of lifelong learning. “In modern society, lifelong learning is defined as a critical factor
for personal development and a guarantee of a successful career, as formal education is only a
part of what a person learns in life” (Rizova & Dimitrova, 2017, p. 12). Therefore, “learning
and continuous enrichment of people with new knowledge, skills and competencies are
accepted by societies as an opportunity to meet the changes and challenges in the development
of'the modern world.” (Rizova & Dimitrova, 2017, p. 166) Such an approach to the staff training
supports the company's development strategy and is one of the most important conditions for
the formation of such a corporate culture that allows employees to feel stability in their work,
to be sure that even in a period of change they will be sought in the company.
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4.5. Organizational traditions and customs

The culture of the company is fixed and transmitted in the traditions and the order that exist in
the organization. At the same time the corporate culture can be affected even by accidental
deviations from the established order. For example, if for some reason the management
repeatedly fails to summarize the monthly results of work and congratulate and reward the best
employees, this not only violates the established rules, but also shows the reluctance of the
managers to share the declared values, which naturally reduces enthusiasm and the desire of
employees to do their best while working.

4.6. Statements, invocations, declarations of the management

In order to consolidate the desired values and patterns of behavior, it is important to turn not
only to the mind, but also to the emotions, to the best feelings of employees: "We must be
first!", "The highest quality - is the key to our victory over the competitors!”, " The best
specialists work in our organization!". The feeling of confidence, pride and admiration affect
the company's image.

4.7. The widespread introduction of corporate symbols

The experience of the best organizations shows that the symbols used on the packaging of the
finished products, on the advertising materials, the company logo, the vehicles, the workwear,
the souvenirs have a positive effect on the attitude of the staff to the company. The loyalty,
commitment of the employees to the organization and the feeling of pride is growing. Values
important for the company's strategy are disseminated through the publication of books and
manifestos, public appearances and press-conferences of managers, publication in company’s
newspapers, posters, newsletters and videos, songs and anthems of the company.

5. CONCLUSION

The ultimate goal of human resources management is always to improve the work of the people
in the organization. Corporate culture management is no exception. In order for culture to
contribute to improving the effectiveness of the organization, it must maintain the company's
strategy and mission. This activity is managed by the high-level management. Once formed,
the corporate culture does not remain static, it is a dynamic phenomenon which changes
constantly. Practice shows that in companies where the corporate culture is clearly expressed,
the work of human resources in the enterprise is much more efficient. The corporate culture
forms a long-term and stable motivation of the staff, aimed at the strategic goals of the
organization. Based on the above, we can conclude that corporate culture is one of the most
effective tools of attracting and motivating employees. One of the most important functions of
the corporate culture is to support each member of the team, to reveal his individuality and
talent.
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ABSTRACT

According to its strategy for development of the country as a world tourist destination [12],
Bulgaria has set a goal in the field of tourism in the last few years - to cope with the famous
summer sea, winter ski model, becoming a remarkable tourist destination all year round. In
this way, its natural, architectural and historical landmarks will be used to the greatest extent
and tourism will become a sustainable industry. Opportunities are opening up thanks to the
development of ecological, wine, rural and urban tourism, along with the current "generally
accepted, traditional” tourism based on the concept of a healthy lifestyle, as well as the
accessibility of the tourist environment to people with disabilities. Product’s diversification is
key to the development of Bulgarian tourism. Our future is in the combination of tourist
products and the development of year-round tourism. New forms of tourism are emerging and
they are replacing traditional mass tourism [13]. These forms include innovative and
specialized forms of "greener"”, experience-oriented tourism. A greener economy means new
growth and job opportunities. Eco-design, eco-innovation, waste prevention and reuse of raw
materials can lead to net savings for businesses [6]. The focus is on finding a sustainable
solution for the use of natural resources to reduce the impact of companies on the environment.
Good business practices or so-called socially responsible business practices are those
mechanisms for adapting the corporation, in which it demonstrates a way of working and
investing that supports causes in the name of public welfare and environmental protection [7].
In addition, the expansion of the tourist services’ demand, as well as demographic changes,
accelerate the need for segmentation of tourist products and the creation of a new type of
complex services or complete tourist products, which include a high degree of new services.
The purpose of this article is to consider the possibilities of the largest Bulgarian tourist
complex - Sunny Beach as a destination not only for mass sea, but also for year-round climate
and spa tourism. In fulfillment of the set goal, based on in-depth interviews with ten owners of
some of the largest hotel complexes, conclusions and recommendations for the transition from
summer to year-round tourism product have been formulated. In conclusion, the problems and
challenges that need to be overcome in the coming years are outlined.

Keywords: Sunny Beach, mass, sea, year-round, balneo, climatotherapy, tourism

1. INTRODUCTION

With increasing the number of trips so does the number of tourists who get to know the cultural
and environmental environment of the places they visit, and this affects their experience and
way of life. With the development of tourism, there is a displacement of purely external factors
of travel (such as demographic and climate) to internal factors, such as the desire for self-
improvement and creative expression. The richer the travel experience, the stronger the desire
for more travel. Therefore, people become travelers by profession, looking for new exciting
experiences and closer contact with the communities they visit. It also changes the relationship
between hosts and guests. People are looking for more real experiences, not speculative, fake
ones. Tourists strive for and gain "deeper” and meaningful experience by changing roles,
engaging in "voluntary" and "creative tourism". All this evokes a growing respect for foreign
culture, as well as tolerance and acceptance of cultural differences.
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As a result, implications for the tourism sector are emerging in terms of:

e Experienced tourists are competent about the organization of their trip and reservation
systems. That is why they are looking for higher quality experiences and services.

e For some destinations it is difficult to build customer loyalty due to the smaller number of
customers who return to the same place for a vacation every year. In addition, some
destinations could find it difficult to relocate tourists to new areas and combat seasonality
if they do not attract the core of the market from "repeaters".

e Some travelers want to get rid of the label "tourist”. Local municipalities could meet this
through various incentive measures.

¢ Increasing and developing the so-called "voluntary tourism™.

Thus, there is a growing demand for the so-called personal travel. The tourist becomes more
and more demanding, he becomes an "active consumer of tourist services". [4] He wants to
control the choice of when he will rest, for how long, where, in what destination, what type of
entertainment and leisure he prefers. The tourist offer should reflect this trend and turn its focus
to specific tourist segments, to approach the tourist offers individually. "The specialization of
the tourist offer determines and upholds the expansion of the market positions of the individual
tourist enterprises mainly through the developed and offered tourist offer in accordance with
the changing situation on the tourist market." [2] New target groups are emerging on the
international tourism market. This trend is influenced by demographic factors such as
population aging and changes in household composition. The new target groups are adult single
travelers or couples, young tourists (18-25), families with large children or traveling large
families, with members of different generations. Booking travel online is becoming common
practice. More and more tourists expect to be able to plan their vacation with a few clicks of
the mouse or via their smartphone, using various travel applications. Nowadays, the
dissatisfaction of free-thinking individuals is increasingly being encouraged, who will always
assume that life is better elsewhere. However, this search for a better life will probably be
thwarted by the "trampling” of the uniqueness of places of rest and relaxation - when the
difference is discovered, travel will decrease. For many people, travel is not a luxury but a part
of life. This means that last-minute decisions, especially for short trips, will become common
phenomenon. Freedom of travel will be extended to the elderly population and one-person
households. This trend is already raising the age limit for the "youth™ market from 30 to 35
years. New groups and communities with common interests are becoming the main resource
for knowledge of orientation, entertainment and security. As medical services become more
expensive in Europe, Europeans will travel to Asia and other destinations for a wide range of
medical services at reasonable prices. Also, the highly developed medical services available in
Europe provide an opportunity to develop medical tourism as a specific niche in the tourism
market as a whole. The intra-European market for medical tourism will increase [5]. Demand
for health-improving and stress-reducing products is growing in developed economies. But
competition is also on the rise in some parts of Europe, where private capital is investing in
upgrading old fitness and spa equipment. Consequences for the tourism sector as a result of this
new trend in the tourism market are respectively:

e Need for more products for specific tourist niches and satisfying those tourists who can

afford more freedom of travel.
e It will reduce the demand in some markets, as the trip will lose its brand.

Looking for different experiences, users will look for more valuable and intense experiences.
As a result, there is likely to be an increased demand for "safe security" (such as adventure
travel and sinister experiences) or the development of new target areas that offer “controlled
restrictions"” such as different inner-city neighborhoods.
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On the other hand, the demand for products related to the mentality of people based on their
inner experiences will increase. Spiritual health care will be linked to the existing boom of
health products, spa and balneology, which will lead to the emergence of new markets. Health
products will be referred to other products from the tourism sector and those related to leisure,
and accommodation procedures will lead to the development of combined products in the field
of health and recreational tourism. Based on the long-term goal of existence and functioning
and given the crisis, the strategy of the tourism enterprise can be based on two points: a strategy
of recovery and stabilization through continuous change and a strategy related to market
development and cost reduction through transformative improvements. In order to achieve
competitive prices and offset losses, some of the supporting initiatives could be:
e cooperation and mediation with international travel agents and tour operators in order to
increase the sales of tourist products;
e simplification of administrative procedures and means for them through a data processing
system;
e to increase the attractiveness of the offered tourist packages and services to introduce a
system for quality service.[10]

2. GENERAL CHARACTERISTICS OF SUNNY BEACH

Sunny Beach is the largest and most popular seaside resort in Bulgaria, for whose coast and
beach it has won the Blue Flag. The resort is located in a picturesque and ecologically clean
bay on the Bulgarian Black Sea coast, near the town of Nessebar, the marina of the resort of
Sveti Vlas and Bourgas International Airport (30 km). With its beautiful beach and its hundreds
of bars and restaurants, many entertainment and shops and its developed infrastructure, the
resort attracts thousands of tourists from around the world, and the active tourist season here
lasts from May to October. The history of Sunny Beach is very similar to many coastal
destinations around the world. The closest examples come from Mediterranean Europe,
especially Spain, Italy and Greece, where the massive development of tourism began in large-
scale decades earlier than in Bulgaria. It cannot be denied that the development of tourism has
brought jobs and development in other infrastructure as well. However, the effects on the
environment are detrimental, as there is no proper legislation to prevent construction or
legislation that cannot be easily circumvented by bribery. Thus, the result is redevelopment as
a result of the fact that until recently thinking about sustainability was not a major topic in the
Bulgarian tourism industry. Although Sunny Beach is one of the first seaside resorts in our
country and has a long history, it is not related to inherited cultural heritage. However, the
opportunities for practicing cultural tourism are great, as nearby is Nessebar, recognized by
UNESCO as a World Heritage Site, where different historical epochs meet, and the ancient
churches that can be seen are 13. In the tourist complex itself the main and almost the only daily
attraction is the beach, and in the evening tourists can walk along the long coastal footpath, visit
various restaurants, buy gifts and souvenirs from the market and / or visit a bar, nightclub or
disco. The climate in the resort "Sunny Beach" is characterized by hot summers and average
July temperatures of 22-23 ° C. The beach is over 10 km long and in some places over 60 meters
wide. The fine sand, the natural sand dunes and the gradually deepening seabed attract
thousands of tourists from all over the world. The latest estimates show that the resort "Sunny
Beach" has a radically changed current appearance, which is already significantly different from
the idea of a resort area with hotels used only in the summer months by wealthy tourists.

2.1. Resources of sunny beach resort for climate-balneoturism

Tourist resources are distinguished mainly by their regional and territorial scope, they are the
center, and some authors define them as the core of the tourist product. The availability of
specific regional tourist resources attracts and projects the aspiration of individual tourists to
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travel to acquire new knowledge, experiences and diverse impressions, combined with their

needs for recreation, generate demand and take priority among potential visitors. Tourist

resources are distinguished by their uniqueness and therefore have their immense attractiveness
to tourists. The attractiveness, importance and advertising popularity of a regional tourist
resource is measured according to the constant tourist flow [3]. The waters of the Black Sea in

Sunny Beach and nearby Pomorie are typical, as one of the most valuable natural resources of

the destination. The hydrothermal springs concentrated on the Black Sea coast are mostly used

to increase the balneotherapy efficiency in the resorts, as “complex treatment and prevention is
applied and the hydromineral procedures are combined in an appropriate form with other
physical methods: therapeutic gymnastics and kinesitherapy, therapeutic massage and paraffin
treatment, sauna, acupuncture, electrosleep, music therapy with rational psychotherapy, dietary
nutrition and others, and if necessary, appropriate medical treatment is applied” [1]. The mineral
springs of Bulgaria, still remain underestimated as an opportunity to raise the image of medical
tourism, which is also not affected by seasonality and can attract more tourists from abroad with
good its quality, unique resource and lower prices. When the favorable geographical position
of the country, the diverse climate, the long sunshine and the natural resources are added to
them, it can be said that the balneotherapy is a golden chance for the analyzed destination and
tourist Bulgaria as a whole. According to the type of the healing factor, we distinguish the

following types of tourism, with opportunities for development in the discussed destination [9]:

e Balneotherapy (balneological) tourism - its leading motive is the use of mineral waters for
various types of healing procedures for tourists, which fully expresses the essence of healing
tourism.

e Climate therapy tourism - it is characterized by the fact that it is based on the use of the
healing and / or hardening effect of climate in an area where the combination of temperature,
sunshine, wind, humidity, infrared and ultraviolet radiation are in optimal combination and
have a beneficial effect on the human body.

e Climate-balneotherapy tourism - it highlights a combination of climatotherapy and
balneotherapy tourism, using both types of healing factors, ie. mineral water treatment is
complemented by the beneficial effects of the local climate. In an aging Europe, where the
working age population is declining every year, the pursuit of a healthy lifestyle, but
achieved in the most enjoyable way possible, is gaining popularity. Moreover, the National
Health Insurance Funds are increasingly in favor of such costs. As a result of the COVID
19 pandemic, people are coping with the new pace of life, work models, calibrating their
priorities and social values. From here, consumers of tourism services should expect greater
responsibility and sustainability from tour operators and destinations. [8] Today, the
pleasure of good health, entertainment in active health activities is part of the characteristics
of this type of tourism.

8 branches with different currents pass through the territory from Sveti Vlas to Nessebar. The
air, the mountain, in combination with these currents create something strange. These currents
create a unique ionization of the air that cures lung diseases far more dangerous than the
coronavirus.[14]

2.2. Research methods

For the purposes of this study, a questionnaire was prepared for interviews conducted with 10
owners of hotels located in Sunny Beach. Each interview lasts about 45 minutes. The interviews
with each of the participants were conducted in free conversation and recorded on audio
recording. At the end of each interview, the issues discussed are duly recorded.
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In general, the questions can be systematized in the following thematic circles:

e The first thematic round of questions includes questions aimed at establishing the
possibilities of Sunny Beach as a tourist destination for the development of climate and
balneal tourism, whether the possibilities of the destination are used well enough in this
direction and how this affects the employment of hotels. This circle includes the questions:
How do you assess the state of Sunny Beach as a tourist destination and is it attractive
enough for climate and spa tourism? Are the resources of the destination used well enough
and appropriately for the development of these alternative [15] types of tourism?

e The second thematic round of questions is aimed at highlighting the problems faced by hotel
complexes in their activities, as well as the problems facing the development of climate and
spa tourism in the destination and the way they affect the activities of hotels. This group
includes the following questions: Can you identify three main problems that you face every
day in your work? What problems do you see before the development of climate and spa
tourism? How do these problems affect your hotel business?

e The third thematic round of questions is aimed at highlighting possible prospects for
development. The question falls into this category: In what direction can the climate and
balneal tourism in Sunny Beach develop?

These three thematic sets of questions aim to highlight the main trends in development, on the
one hand revealing the current state of the destination and how appropriate and successful use
of its development opportunities, as well as how it affects the activities of hotels. At the same
time, the main problems for which the people in the hotel industry have to look for working
and flexible solutions stand out, as well as what problems they see in terms of the development
of year-round tourism in Sunny Beach. The problems raised by the respondents in the research
are also a basis for formulating possible perspectives. The study is not representative, it refers
to the application of a qualitative approach to collect a sufficient amount of descriptive
information to identify trends. The information gathered during the interviews is systematized
in a form suitable for analysis, which allows to highlight the main advantages of Sunny Beach
as a destination for climate and spa tourism, possible problems in the sector and specific
proposals that would promote the development of the complex. as a year-round destination.

2.3. Research results
After the interviews, the information was systematized and analyzed in order to highlight
specific trends in the research topic.

e With regard to the first thematic round of questions, the following summaries can be made:
The participants in the study unanimously share the opinion that Sunny Beach Resort is an
attractive tourist destination for both Bulgarian tourists and foreigners. The reasons for this
can be found in the good combination of climate and natural resources in the area. Also, the
proximity to Nessebar, part of the UNESCO World Heritage Site, the only active monastery
on the South Black Sea coast - "St. George" - Pomorie, preserved historical attractions,
hospitality (incl. accommodation, food, services), the value of tourism products and
services. Respondents point out the advantages of the mild maritime climate in the resort,
characterized by mild winters and cool summers, which has a beneficial effect on various
chronic diseases. Along with the climate that stimulates the development of tourism in the
region, the respondents note that they have natural deposits of healing mud in Pomorie,
which is rich in chlorine, calcium, magnesium, hydrogen. Of course, the combination of
favorable climate and rich deposits of healing mud are a prerequisite to conclude that the
complex can become an attractive center of spa tourism. However, the respondents share a
desire to change the image from a destination for mass, sea to one that offers both tourist
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products, both for people suffering from various chronic diseases and for healthy people
who seek peace and opportunity for relaxation, and not only in the summer months.
Respondents in the study also share their observations on what activities tourists are
involved in, and they present these views again in the context of the issue of the state of
Sunny Beach as a tourist destination. The prevailing opinion among the participants in the
study is that nearly 90% of the tourists in the city combine sea (summer) tourism with
recreational, cultural, spa and spa tourism. Despite the fact that the majority of tourists visit
Pomorie because of the balneological possibilities of the resort, the participants in the study
share the unanimous opinion that the potential for development is not used fully and
efficiently enough. This finding of the respondents can be perceived as a direction for
improving the potential of the destination in the future. Respondents say that the favorable
opportunities of the estuarine mud and the climate also affect the occupancy of hotels, which
is highest during the summer season. The guests are mainly from Bulgaria, Slovakia,
Poland, Germany, Great Britain, France, Belgium, Romania and Israel, of all ages. Most of
them have incomes around the national average, of course, is not small and the share of
those who have incomes above average. Also, participants in the study point out that foreign
tourists who want to visit the complex plan their vacation early, unlike Bulgarians, who
more often make decisions at the last minute. Respondents also say that Bulgarian tourists
visiting Sunny Beach use mostly informal sources of information, and the Internet stands
out as the most popular source of information for Bulgarians during the low season of the
hotel, which is in winter and spring. They usually take advantage of the promotional
packages offered for holidays such as Christmas, New Year, Easter, etc. Unlike Bulgarian
tourists, foreigners use a variety of information sources to decide on their tourist trips. The
dominant source for foreigners is the travel agency. The tour operator is perceived by the
foreign tourist as a guarantor for the holiday, according to pre-announced conditions. Also,
the number of foreign tourists who visit the destination many times is not small, as they
were satisfied with the attitude they received and the tourist services they used. Based on
the different approach to the organization of their vacation, hoteliers say that in order to
reach more foreign tourists should use the active presentation of Sunny Beach at tourism
fairs and exhibitions, commercials broadcast in prime time, not only our main broadcast.
markets, services of bloggers, vloggers and influencers. For Bulgarians, on the other hand,
according to the respondents, it would be successful to rely on a communication campaign
that reaches directly to potential tourists.

On the second thematic round of questions, which are aimed at highlighting the problems
faced by hoteliers in their activities, as well as the problems facing the development of
climate and spa tourism in the destination and the way they affect the hotel, the summaries
are in the following directions:

Respondents point out that the three most important problems they face in their daily
activities are related to the change of the date of reservations and charter flights, the
permanent lack of staff, as well as the noise after 11 p.m. Regarding the first problem,
everyone hopes that with the end of the Covid pandemic, employment will recover and
increase. The biggest concerns are about the workforce and its qualifications. As for the
noise load, it is higher during the summer season, when there is a higher load than road
transport. Excessive noise levels are also reported by public institutions located on the
territory of the complex, especially after 23.00. These are mostly discos and nightclubs,
which are mostly visited by young people who love nightlife. However, high noise levels
are becoming a problem for hotel guests, especially those over 60 who are looking for peace
of mind. It has been scientifically proven that noise has an unpleasant sound effect on
humans, which over time can cause stress and illness.
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Also, according to the World Health Organization, noise leads to an increased risk of heart
attack, impaired learning abilities, contributes to an increase in traffic accidents. In addition,
research shows that people become demotivated when there is nothing they can do to fight
noise - they find it harder to solve their problems and abandon their goals. In order to limit
the harmful effects of noise, in 2019 the municipality is taking action to update the
Ordinance on Public Order Protection, and the purpose of the changes is to have clearer
rules and stricter control. It obliges the establishments near the accommodation places to be
soundproofed and strictly forbids the sounding of open areas of food and entertainment
establishments for the period between 11 p.m. and 07 a.m. Canceled reservations are also
noted as a problem by respondents, as this affects the revenue that hotels generate. As the
main reason for the cancellation of reservations in the past season of 2020, participants in
the study cite COVID - 19. Accordingly, COVID - 19 caused a serious financial crisis,
which significantly affects consumer behavior and consumption worldwide, not to mention
the Bulgarian consumer. As a result of COVID-19, the individual user begins to assess his
needs very precisely. Undoubtedly, this shows his caution, but at the same time it leads to
a reduction in consumption. This is because most consumers are mainly reviewing the
purchases they plan to make in an effort to reduce spontaneous costs in stores. They stick
mainly to what they need and need most. Secondly, among the consumers, in the conditions
of coronary crisis, there is a manifestation of more rationality in spending. In practice, this
means that due to the prevailing uncertainty, they are making less and less large-scale
purchases, as well as stopping spending money on things they do not need at the moment.

The third trend that can be seen in relation to consumers worldwide is that they limit the
consumption and consumption of certain products. These include various types of cosmetic
products, restrictions on tourist travel, visits to various cultural events, theaters and more.
There is also a reduction in the withdrawal of quick loans, which is quite understandable,
given the uncertainty about income and jobs. Therefore, it will not be an exaggeration to
conclude that a large number of consumers limit their purchases, including tourist trips and
reservations, because the uncertainty in front of them provokes them to save money and try
to secure their near future in some way. Regarding the problems of Sunny Beach as a
destination for year-round tourism, respondents unite around several leading challenges
related to the lack of a comprehensive municipal policy to help turn the complex into a
destination for tourism in the four seasons. Also, the respondents see as a problem and not
well enough regulated issues regarding the use of natural resources. The third significant
problem hindering the effective development of climate and spa tourism is the lack of
advertising in this direction. Respondents report as a challenge the insufficient condition of
the transport infrastructure in the city, especially at its entrance and exit. In the last 10 years,
only partial repair works have been carried out on small sections due to lack of funds for
their financing. Of course, these problems of the destination affect the activities of hoteliers
in several ways. First of all, the respondents report that in order to attract tourists in winter,
spring and autumn, when they are not in the active season, they have to work at reduced
prices. Sometimes it turns out that even during the active summer season they encounter
problems with full occupancy of accommodation. Therefore, they offer discounts for early
bookings to sell the base earlier, which leads to lower profits. Secondly, the participants in
the study share the opinion that in the territory of the municipality there is often a division
between state / municipal business sites and private business sites. Accordingly, private
economic operators are deprived of access to the free use of natural resources.
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Third, respondents point out that they face the problem of incurring higher costs for
advertising and marketing the tourism products and services they offer to attract consumer
attention, as insufficient advertising affects employment and hence of the length of the
season, which in turn reflects on income and staff turnover.

The third thematic round of questions asked to the respondents concerns the perspectives they

see, and the answers given by them during the interview can be presented as follows:

e According to the respondents, the implementation of joint investments by the Municipality
of Nessebar [16] in the improvement of the infrastructure in the city will have a favorable
impact on the development of tourism. It is necessary to finance both the improvement of
the existing infrastructure and the construction of new roads and pedestrian alleys in order
to move in the complex and in the surrounding settlements freely and without problems.

e Respondents also point out as a perspective that has a positive impact on tourism and the
implementation of better interaction between the public and private sectors, and here again
draw attention to the fact that the municipality must invest in advertising the destination. In
addition, future marketing research should be carried out.

e The participants in the study also suggest that the funds from the tourist tax be directed to
events specified by the tourist entities realizing hotel occupancy over 30-35%.

In conclusion, the summary that can be made is that although the study is not representative, it
provides a guide to what are the current trends in the development of climate and spa tourism
in Sunny Beach. They fully illustrate the current situation, namely that we have good
opportunities for practicing these types of tourism. Despite the problems, the hoteliers state that
they have a clear goal and it is aimed at properly managing the resources at their disposal, as
well as to offer professional and quality service to their customers.

3. PROBLEMS AND CHALLENGES

Established as an interesting and specific form of tourism, climate and spa is one of the
alternative types of tourism that can be successfully practiced in Bulgaria, which has rich
natural resources, picturesque and unique nature and numerous sources of mineral water. As a
main and serious problem for their development in Sunny Beach, in general, can be pointed out
the insufficient advertising for promotion as a destination for four seasons. The Internet and its
growing role and importance for modern society mark a new era in the development of
advertising, as virtual advertising is becoming a powerful tool for influencing and attracting a
wider audience. Next, the turnover of staff in the tourism sector and the insufficient professional
qualifications of employees in this field can be considered a problem. Namely, this imposes the
need to think in the direction of continuous training of staff, because only in this way the
business can ensure many trained employees who have the motivation to work and ambitions
for development in the sector. On the other hand, the rational use of human resources is able to
contribute to improving the quality characteristics of the tourist product, and this can certainly
have a positive impact on the profitability of hotel enterprises. The crisis is a test to which well-
motivated employees respond adequately and retain their enthusiasm for shared efforts for the
benefit of the organization through action to overcome it. Staff motivation implies an open and
open dialogue with management in order to overcome resistance to change when the
implementation of traditional motivational systems is poorly effective. Motivational element is
the clear informing of the employees about the measures that are taken in order to stabilize the
situation and to guarantee their work in the company [11]. At the same time, it is important to
attract to the vacancies people with abilities who are not afraid of change, are flexible and
innovative in their actions, as well as recognize organizational goals as their own, and this
requires working and effective approaches to their recruitment and selection.

18



87t International Scientific Conference on Economic and Social Development - "Economics, Management, Finance and Banking" —
Svishtov, 28-30 September, 2022

Also, the still weak coordination between the institutions and other stakeholders can be
highlighted as a problem in tourism. This, in turn, implies taking new decisions to form a
coherent and coordinated policy of a wide range of interested competent authorities to create
appropriate conditions for product development and improve the mechanisms of interaction
between institutions with competences in the field of health tourism, among which the Ministry
of Tourism, the Ministry of Health, the Ministry of Environment and Water, etc. Along with
the mentioned institutions, the specialized product and branch tourist organizations at national,
regional and local level, the municipal administration, in connection with the regional
development, the tourist business, educational and scientific units, etc. are of great importance.
All these challenges should not be taken as an obstacle, although in one way or another they
hinder the full development of the sector, they should be considered as opportunities to consider
in order to improve the opportunities for offering Sunny Beach Resort. “As a destination not
only for mass sea, but also for climate and balneal tourism.

4. CONCLUSION

The interaction of different bodies and institutions is the basis of prosperity. Effective
management of health tourism requires good interaction and active cooperation of the structures
of institutional and economic management at national, regional and local levels. This fully
applies to the other participants in the process of forming the final tourist product.
Infrastructure, redevelopment, environmental pollution and all problems in this aspect must be
solved. All these shortcomings are major factors in how much Bulgaria will be a desirable
holiday destination. We are highly dependent on maritime tourism, which is no longer enough
for the tourist and the needs and requirements are changing, and our competitors are doing quite
well with the integration of innovations in the supply of tourism products. There is a weak
coordination between state institutions and private organizations, which further complicates the
whole process of development and improvement of the sale of tourist services. Bulgaria lags
behind global trends in the use of information technology and global standards in terms of
digitalization, presentation and promotion of the country on the Internet. Global trends outline
a growing demand for spa treatment and the growing development of health tourism. The
growing interest in non-traditional and natural impacts on human health provides even greater
chances for the development of the existing resort and healing potential of the country. It is
mandatory to direct the advertising of Bulgaria as a destination with an emphasis on the
opportunities that the country offers for the development of health tourism. Referral to tourists
with special needs, who should be informed about the possibility in Bulgaria to practice
specialized forms of tourism. Innovations must enter with full force in the management and
development of the Bulgarian tourist product. It is absolutely necessary to focus our attention
and work on meeting the needs of the tourist, because the individual approach and attitude is
the basis of everything. It is inevitable that we learn to be good professionals if we want to be
competitive in the regional, European and global markets. A quality tourism product must be a
common goal for all of us. Together we look in one direction to the prosperity and development
of Bulgaria as a year-round tourist destination.
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ABSTRACT

The aim of the study was to analyse the impact of COVID-19 on the major banks in South
Africa and the United Kingdom. The study analysed the consolidated financial statements of
the South African and United Kingdom banks. A comparative content analysis method was used
to analyse the data for the 2020 financial year. The study identified significant increases in
impairment charges by the selected banks as a result of the COVID-19 pandemic. The study
also identified inconsistent accounting practices by the selected banks in accounting for the
impact of the virus. The study identified significant differences in the number and type of input
factors used among the selected banks, as well as the macroeconomic scenarios developed for
their expected credit loss models. The study suggests that the International Accounting
Standards Board (IASB) should consider providing more specific guidance to ensure consistent
accounting treatment that fully caters for force majeure events such as the COVID-19
pandemic.

Keywords: COVID-19, South African banks, United Kingdom banks, financial reporting,
global financial crisis

1. INTRODUCTION

On 31 December 2019, the World Health Organisation observed severe cases of pneumonia of
unknown cause in Wuhan City, China (McAleer, 2020). The virus later spread beyond China
and on 11 March 2020 the World Health Organisation declared the novel coronavirus (COVID-
19) outbreak a global pandemic outbreak (Cucinotta & Vanelli, 2020). Many countries
implemented lockdowns to combat the spread of the virus, which restricted movements,
gatherings and affected multiple business operations. On a global basis, numerous human lives
have been lost to COVID-19 and the virus presented healthcare systems with pressing
challenges (Liu et al., 2020). COVID-19 attracted a myriad of research interest in the last two
years. In addition to the impact on the health sector the virus affected many other disciplines.
Gautam and Hens (2020) considered the environmental impact of COVID-19. Da Silva et al.
(2021) investigated the impact of COVID-19 on travel and leisure companies while Pokhrel
and Chhetri (2021) analysed the impact of the pandemic on teaching and learning. Workie et
al. (2020) deciphered the effect of COVID-19 on the agricultural sector and food security while
Aday and Aday (2020) investigated the impact of the virus on the food supply chain. The
evidence suggests that the virus has caused significant disruptions to economies and societies
on an unprecedented scale (Gibson, 2020). Businesses had to adjust to having employees work
from home, which altered how they operated and conducted business (Kaushik & Guleria,
2020:9).
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At the core of most COVID-19 research the economic implications of the virus cannot be
denied. According to Chi and Li (2017) banks are important participants in economic activities.
Berger et al. (2004) affirmed the strong link between the financial sector and the economic
activities of a nation. Haini (2020) advocated that access to finances provided by banks
encourages economic activities and enhances financial development. Mansour and Alkhazaleh
(2017) detected a significant positive association between measures of bank performance and
economic growth. Twinoburyo and Odhiambo (2018) observed an increase in economic growth
for financially developed economies with independent central banks. Furthermore, the banking
sector is considered to be the backbone of economic growth (Gulzar, 2018). Banks do not only
act as safe havens for depositors and provide financial assistance to the private sector and
government, but also provide the infrastructure for strong macroeconomic and monetary policy
performance. The interconnection between banks and the real economy is especially evident
during financial crises (Bernanke, 2018). In South Africa, businesses that provided essential
services were allowed to continue their business operations during the lockdown period.
Essential service providers include individuals working in law enforcement and the medical
field. The South African government also considers the financial sector to be a provider of
essential services and banks were therefore allowed to keep their branches open during
lockdown (Khambule, 2021). The lockdown restrictions resulted in fewer people visiting bank
branches and alternative means of banking (Baicu et al., 2020). In addition, the lockdown
restrictions resulted in an increase in unemployment and bank clients’ inability to settle their
loan obligations. This study empirically explores the impact of COVID-19 on South African
banks during the lockdown restriction period. In addition, this study provides a comparative
analysis of the impact of COVID-19 between South African banks and banks operating in the
United Kingdom. This study is organised as follows. The next section provides a literature
review of the important economic contribution of banks as well as an overview of the events
during the COVID-19 pandemic in South Africa and the United Kingdom. The objectives and
method are explained in the next section, followed by the results and discussion section. The
conclusion is presented in the final section.

2. LITERATURE REVIEW

The world banking system had to weather many storms in the last two decades, including the
financial crisis in 2008. During this time the focus has shifted from short-term profits to
sustainability over the long term (Polyzos et al., 2018). Banking institutions are often required
to reconcile the needs of key stakeholders and demonstrate a sustainable business strategy
(Thinh, 2021). In order to ensure economic welfare, environmental quality, social cohesion and
prosperity for future generations banks should play a vital role in addressing sustainable
development goals (Avrampou et al., 2019). Banking institutions, as key enablers of the
economy, are often exposed to various forms and types of risk. Sawafta (2021) described risk
in the context of banks as the prospect of realising a loss in credibility, a financial loss or a loss
of property. Duttweiler (2009) defined risk for banks as the imbalance between the maturity of
assets and debt that leads to an imbalance between the source and the use of capital. Tran et al.
(2019) suggested that risk is a necessary concomitant of the banking business and that loan loss
provisions affect bank liquidity negatively. Zulfikar and Sri (2019) investigated the relationship
between loan loss provisions and the financial performance of banks while Jasman and
Murwangingsari (2022) considered the impact of risk on loan loss provisions. Many different
reasons could give rise to loan loss provisions, also referred to as loan impairments in
accounting terms. In the wake of the current pandemic the impact of COVID-19 on the
operations of banks was the focus of several recent research papers. Abdelmoneim and
Elghazaly (2021) as well as Rohman et al. (2022) investigated the implications of COVID-19
on the profitability of banks. Both Wahyuni et al. (2021) and Fakhrunnas et al. (2021)
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considered the impact of COVID-19 on credit risk for banks. The levels of non-performing
loans and loan restructuring during the Covid-19 pandemic were explored by Hardiyanti and
Aziz (2021) and Damayanthi (2022) respectively. In addition, both Hawaldar et al. (2022) and
Barnoussi et al. (2020) reviewed the effect of COVID-19 on capital adequacy and credit losses
of banking institutions. These studies proved to be consistent with the events that unfolded in
the South African and the United Kingdom banking sectors. There was an increase in the
number of defaults during the lockdown, which caused the banks to be faced with high levels
of doubtful debts and a significant increase in the provision for potential write-offs (Rumney,
2020). The increase in bad debts came with an increase in the number of credit impairments the
banks had to make because of the widespread retrenchments and business bankruptcies during
the pandemic (Wasserman, 2020). The South African government instituted financial support
to employees who did not earn a salary during the lockdown period in the form of Unemployed
Insurance Fund payments as well as a monthly tax subsidy of up to ZAR500 per employee. The
South African Reserve Bank cumulatively reduced the repo rate by 2.75% in an attempt to make
access to funding more affordable to consumers (South African Reserve Bank, 2021), while the
National Treasury partnered with the banks to implement a loan guarantee scheme for Small
and Medium Enterprises (SME) (National Treasury, 2020). The United Kingdom banks
followed a similar approach, the Bank of England cut interest rates by 0.50% and launched a
new term funding scheme that had additional incentives for SMEs (Bank of England, 2020).
The Bank of England launched a UK£200 billion money creation scheme via a quantitative
easing program (Elliot, 2020). Chancellor Rishi Sunak announced that UK£330 billion would
be made available to businesses affected by the virus (Partington & Walker, 2020) and that
government would pay 80% of the wages to employees who were not working, capped at UKE2
500 a month (United Kingdom Government, 2020). The lockdown negatively impacted the
economy as the United Kingdom's gross domestic product (GDP) decreased by 10%, from
UKE2 172 511 million in 2019 to UKEL 956 992 million in 2020 (Office for National Statistics,
2021). The lockdown had the same negative impact in South Africa, as the GDP decreased by
4%, from ZAR3 142 811 million in 2019 to ZAR3 006 813 million in 2020 (Statistics South
Africa, 2020).

3. OBJECTIVES AND METHOD

The main objective of this study is to investigate the effect of COVID-19 on the banking
institutions in South Africa and the United Kingdom. These countries were chosen because both
countries have a well-established banking sector and the fact that certain banks operate in both
countries. The researchers selected the four major all-service banks from South Africa and the
United Kingdom, which were also the top four banks in each country. The banks are made up
of retail banking which services individuals, business banking which services small-medium
enterprises, corporate and investment banking which handles major financial transactions for
corporates. The banks earn net interest revenue from the advancing of loans to their various
clients as well as non-interest income in the form of fees for the various services provided.
Although the selected banks operate in different countries, they provide similar products, to a
similar type of clientele. The South African banks selected were ABSA, Firstrand, Nedbank
and Standard Bank; and the banks from the United Kingdom were Barclays, HSBC, Lloyds
Banking Group and Natwest Group. In this highly regulated sector, the financial statements in
both countries were prepared in accordance with International Financial Reporting Standards
(IFRS). Due to the comprehensive nature of the disclosure by each bank, the sample size is
comparable with similar studies. Abusharbeh (2020) examined the financial soundness of the
Palestinian banking sector, using a sample of six banks. Wahyudi et al. (2021) analysed
competition and banking efficiency in four commercial banks of Indonesia. The 2020 annual
financial statements were obtained for all the banks from the respective banks’ websites.
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For purposes of this study these financial statements represent the primary source of data (Ntuli,
2017) and the information disclosed in the financial statements the empirical data (Babaei et al.
2021). The study made use of a content analysis to analyse the financial statements and the
relevant disclosure by the selected banks. Drisko and Maschi (2016) described content analysis
as a systematic technique used to deduce information from a source in a credible and replicable
manner. This method was utilised in a study by Verdenhofa et al. (2018) to analyse the
theoretical approaches involved in foresight marketing. The researchers made use of a
qualitative content analysis, as it is well suited for analysing and interpreting empirical data.
Singh and Kaur (2012) used the content analysis method to analyse the selected websites listed
features of the selected two banks. The researchers scrutinised the content of the financial
statements and assigned unique codes to identified common themes pertaining to COVID-19
related information disclosed by the banks. The researchers then analysed the coded data to
identify themes that were utilised to perform a comparative analysis between the banking
institutions included in this study.

4. RESULTS

The financial statements included in this study were accompanied by the director’s report, audit
committee report, board risk committee report, independent auditors’ report and the risk
management report. The descriptive data of the selected banks is presented in Table 1.

Table 1: Bank descriptive data

Lloyds

Banks ABSA FirstRand Nedbank gtandard Barclays HSBC Ban>|/<ing NatWest

ank Group Group
Word 122 180 79 81 303 406 161 446
Pages 189 253 277 248 380 382 360 367
Issued
Shares 847,75m 5609,49m 483,89m 1619,94m 17 359m 20693,62m | 70839,21m | 12129,17m
Share Price R119,86 R51,04 R129,48 R127,08 £146,68 £378,85 £36,44 £167,65
Market Cap 157 159,33
(R) 101,61b 286,31b 62,65b 205,86b 51 042,51b b 51 747,39 40 763,44b

*Exchange rate as of 31 December 2020 (1 GBP to ZAR = 20.0464)

An initial word count revealed a significant difference in the appearance of the term COVID-
19 in the financial statements of the selected banks. The UK banks used the term COVID-19
more frequently than the South African banks. The highest number was observed for Natwest
Group (446 words) and the lowest observation was Nedbank (81 words). Even though the total
number of pages of the UK banks appear to be considerably more than the South African banks,
the weighted average word count per page of the UK banks (0.88) also exceeded the average
word count per page of the South African banks (0.49). The statements of financial
performance, statements of financial position and the statements of cash flows were scrutinised
to identify significant movements between the 2019 and 2020 results, as well as to establish if
there were new line items attributable to COVID-19. For all significant movements, the relevant
notes to the financial statements were analysed to identify COVID-19 related disclosure. It was
noted that the major movements across the selected banks comprised of impairment charges
and a decline in profits for the year. Although a general decline in revenue was also observed,
the main contributor to the decline in profits was identified as the increase in impairment
charges for the 2020 financial year (the impairment charge also increased significantly as a
percentage of revenue as illustrated in table 4). Based on the above, the focus shifted to
impairment charges in order to get a better understanding of the main causes of this expense
item in the financial statements of the banking institutions. Impairment charges, also referred
to as loan loss provisions, is accounted for in accordance with International Financial Reporting
Standard (IFRS).
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IFRS 9 contains principles used for the financial reporting of financial assets and financial
liabilities, and provides guidelines about the classification, measurement and recognition of
financial instruments. IFRS 9 requires a loss allowance to be recognised for the expected credit
loss of the financial assets. IFRS 9 states that on the assessment of a significant increase in
credit risk, the financial statement preparer should use the change in the risk of a default
occurring over the expected life of the financial instruments. It also states that preparers of
financial statement should consider reasonable and supportable forward-looking information
when determining a significant increase in credit risk (International Financial Reporting
Standards Foundation, 2021). The expected credit loss should be measured in an unbiased and
probability-weighted manner by evaluating a range of reasonably possible scenarios. It must
use reasonable and supportable information available without undue cost and effort, including
forecasts of future economic events. An entity does not need to identify all possible scenarios,
but it should consider the risk or probability of credit loss occurring. This gives the financial
statement preparers discretion on the number of factors to use in their expected credit loss
models and the number of reasonably possible macroeconomic scenarios (International
Financial Reporting Standards Foundation, 2021).

5. DISCUSSION

Table 2 illustrates the change in the net interest and non-interest income of the banks from the
2019 to the 2020 financial year-end. Lloyds Banking Group realised the highest increase in net
interest income of 5.59%, while Barclays had the highest decrease in its net interest income of
-13.66%. When comparing the selected countries’ average change in net interest income, the
South African banks had a 0.56% increase in the net interest income, while the United Kingdom
banks had an average decrease of -5.31%. Barclays had the highest increase in non-interest
income of 11.61%, while Natwest Group had the highest decrease in non-interest income of -
50.90%. When comparing the selected countries’ average change in non-interest income, the
South African banks realised a -2.37% decrease in non-interest income, while the United
Kingdom banks had an average decrease of -23.64%.

Table 2: Net interest and non-interest change

Banks Total 2019 Total 2020 Change Total 2019 Total 2020 Change
(m) (m) % (m) (m) %
Net interest income Non-interest income
South African top four banks
ABSA R46 501 R48 857 5,07% R33 619 R32 736 -2,63%
FirstRand R31 602 R31 551 -0,16% R22 173 R22 413 1,08%
Nedbank R30 167 R30 081 -0,29% R25 997 R24 140 -7,14%
Standard Bank R62 919 R61 425 -2,37% R47 542 R47 156 -0,81%
The United Kingdom top four banks
Barclays £9 407 £8 122 -13,66% £12 225 £13 644 11,61%
HSBC £30 462 £27 578 -9,47% £40 562 £35 496 -12,49%
Lloyds Banking Group | £10 180 £10 749 5,59% £32 176 £18 418 -42,76%
NatWest Group £8 047 £7749 -3,70% £6 206 £3 047 -50,90%

Table 3 demonstrates the change in the impairment charge of the banks from the 2019 to the
2020 financial year-end. Natwest Group had the highest decrease in profit for the year (-
111.42%), while Firstrand bank had the lowest decrease in profit for the year (-20.12%). When
comparing the selected countries’ average change in profit for the year, South African banks
realised an average decrease in profit for the year (-48.23%), while the United Kingdom banks
realised an average decrease of -55.47%. Natwest group accounted for the highest increase in
impairment charges (365.80%), while Firstrand bank had the lowest increase in impairment
charges of 58.65%. When comparing the selected countries’ average change in impairments
charge, the South African banks realised an average increase of 123.64% in impairment
charges, while the United Kingdom banks realised an average increase of 239.55%.
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Table 3: Profit for the year and impairment change

Banks Total 2019 Total 2020 Change Total 2019 Total 2020 Change
(m) (m) % (m) (m) %
Profit for the Year Impairments
South African top four banks
ABSA R15 980 R7 213 -54,86% R7 816 R20 569 163,17%
FirstRand R14 933 R11 929 -20,12% R5 934 R9 414 58,65%
Nedbank R12 810 R4 454 -65,23% R6 129 R13 127 114,18%
Standard Bank R30 696 R14 513 -52,72% R7 964 R20 594 158,59%
The United Kingdom top four banks

Barclays £3 354 £2 461 -26,62% £1912 £4 838 153,03%
HSBC £8 708 £6 099 -29,96% £2 756 £8 817 218,76%
Lloyds Banking Group | £3 006 £1 387 -53,86% £1 296 £4 155 220,60%
NatWest Group £3 800 -£434 -111,42% £696 £3 242 365,80%

Table 4 illustrates the change in the impairment charge to revenue percentage, as well as the
change in loans and advances issued to customers by the banks from the 2019 to the 2020
financial year-end. Natwest group realised the highest increase in its impairment to revenue
percentage of 514.96%, while Firstrand bank realised the lowest increase in impairment charge
to revenue percentage of 58.09%. Natwest Group accounted for the highest increase in loans
and advances (9.86%), while Barclays had the highest decrease in its loans and advances (-
0.79%). When comparing the selected countries’ banks’ average change in the loans and
advances, the South African banks had a 3.40% increase in loans and advances, while the
United Kingdom banks had an average increase of 2.82%. The drastic change in the impairment
to revenue percentage shows further evidence of the key driver behind the banks’ poor
performance in the 2020 financial year-end.

Table 4: Impairment to revenue percentage, loans and advances
Banks Percentage 2019 Percentage 2020 Change Balance 2019 | Balance 2020 Change
% % % (m) (m) %
Impairment to revenue % Loans and advances
South African top four banks
ABSA 9,76% 25,21% 158,41% R976 723 R1 014 507 3,87%
FirstRand 11,03% 17,44% 58,09% R1223764 R1222 120 -0,13%
Nedbank 10,91% 24,21% 121,85% R824 786 R843 303 2,25%
Standard Bank 7,21% 18,97% 163,07% R1 181 067 R1 271 255 7,64%
United Kingdom top four banks
Barclays 8,84% 22,23% 151,48% £321 363 £318 827 -0,79%
HSBC 3,88% 13,98% 260,24% £1 105 946 £1119 603 1,23%
Lloyds Banking Group 3,06% 14,25% 365,57% £504 763 £509 589 0,96%
NatWest Group 4,88% 30,03% 514,96% £334 501 £367 499 9,86%

It is interesting to note that when analysing the change in the net interest revenue and non-
interest revenue (see Table 2), there is a similar trend among the selected banks in terms of a
decrease in the net interest revenue. A similar trend is evident with the decrease in the non-
interest revenue. However, when looking at the change in impairments (see Table 3), no trend
exists and there is a significant difference in the impairment movements. The impairment
charge calculation is largely based on the individual banks’ subjective judgement, which may
be attributed to the significant difference in the impairment charge as a percentage of revenue
(see Table 4). In the analysis of the respective bank financial disclosures, it was evident that
generally, the selected banks did not provide separate disclosures that specifically addressed
the impact of COVID-19. However, ABSA and Firstrand bank provided separate COVID-19
disclosures. The COVID-19 impact disclosure ABSA provided, detailed all areas that were
affected by the pandemic, and included qualitative and quantitative data. The notes to the
financial statements detailed the impact of COVID-19 in the respective line items; the main
note was the loans and advances note, as well as the impairments note. Various other reports
elaborated on the impact of COVID-19 on the banks.

26



87t International Scientific Conference on Economic and Social Development - "Economics, Management, Finance and Banking" —
Svishtov, 28-30 September, 2022

The reports were the director’s report, audit committee report, board risk committee report,
independent auditors’ report and the risk management report. The above-mentioned reports
provided details about the banks’ strategy in light of COVID-19 and the concerns, as well as
measures that were taken to deal with the impact of the pandemic. This included controls put
in place to ensure quality and business continuity, as well as the extra measures that were taken
to deal with the risks presented by the COVID-19 pandemic. The banks placed great reliance
on management’s judgement in assessing the accuracy of the COVID-19 impact, the
macroeconomic forecasts as well as associated impairments. The high uncertainty was a result
of the ever-changing environment and the lockdown, which was implemented to combat the
spread of COVID-19 and also affected economic activities. The various methodologies used by
the banks in determining expected credit loss resulted in different levels of impairment
adjustments. The selected banks use expected credit loss models to determine expected credit
losses, incorporating risks of a default occurring in the developed macroeconomic scenarios of
the banks. Tables 5 and 6 illustrate the factors were taken into account in the calculation of
expected credit loss allowances. The tables also illustrate the number of macroeconomic
scenarios each bank used in their expected credit loss model.

Table 5: Expected credit loss factors — South African banks

Expected Credit Loss model factors

ABSA FirstRand Nedbank Standard Bank

Real GDP Real GDP growth (Across all) GDP Inflation % (SA, ROA, Global)

CPI CPl inflation (Africa) Prime Rate Prime % (SA)

Average policy rate Repo rate (Across all) HPI Real GDP % (SA, ROA, Global)
Real income growth (SA & UK) Employment rate growth % (SA)
HPI (SA & UK) Household credit % (SA)
Household debt-income ratio (SA) Exchange rate (SA & Global)
Employment growth (SA & UK) Policy rate % (ROA & Global)
Fixed capital formation (SA) 3m T-bill rate % (ROA)
Foreign exchange rate (SA) 6m T-bill rate % (ROA)
BOEBR (UK)

Expected Credit Loss Scenarios

Baseline Baseline regime Base case Base scenario

Upside Upside regime Mild stress Bear scenario

Downside Downside regime Positive outcome Bull scenario

High stress

UK operations (Aldermore)
Severe downside
Downside
Stagnation
Base
Mild upside
Upside

NB: Per Country NB: Per Country NB: Overall average NB: Per Country

Table 6: Expected Credit Loss Factors — United Kingdom banks

Expected Credit Loss model factors
Lloyds banking
Barclays HSBC Group NatWest Group
UK GDP GDP growth rate GDP GDP — CAGR (UK)(EUR)
UK Unemployment Unemployment rate UK Bank rate Unemployment - Average (UK)(EUR)
UK HPI HPG Unemployment rate HPI — Total change (UK)(EUR)
UK Bank rate Short-term interest rate HPG BOEBR — Average (UK)
US GDP CREP growth CREP - Total change (UK)
US Unemployment ECBBR — average (EUR)
US HPI World GDP — CAGR (EUR)
US FFR
Expected Credit Loss Scenarios
Baseline average Central scenario Base case Base case
Downside average 1 | Upside scenario best outcome Upside Upside
Downside average 2 | downside scenario worst outcome Downside Downside
Additional downside scenario worst

Upside average 1 outcome Severe downside Extreme downside
Upside average 2
NB: Overall
average NB: Per Country NB: Overall average NB: Per Country
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IFRS 9 does not provide specific guidance about the information that should be considered,
aside from the risk of default in the determination of the significant increase in credit risk and
the expected credit loss. The preparers of the financial statement may factor inputs in the credit
loss models at their own discretion. In terms of IFRS 9 there is also no limitation on the number
of probable scenarios that may be used to determine expected credit loss. Despite the fact that
the selected banks operate in the same industry, provide a similar product offering to their
clients and are generally exposed to similar market factors, the diverse information summarised
in Tables 5 and 6 suggest inconsistent accounting practices and interpretations of the impact of
COVID-19 on the banking institutions. As a result, it was deemed necessary to consider the
assumptions of the credit loss models for each individual bank. The South African banks are
discussed first, followed by a discussion of the UK banks.

5.1. South African banks

ABSA (2021) developed four macroeconomic scenarios (see Table 5) in its expected credit loss
model to determine the expected credit loss allowance for the 2020 financial year. The bank
used three inputs in its forward-looking information, which were factored into its expected
credit loss model and the impairment charge for the year. ABSA considered other factors in the
development of its macroeconomic scenarios, including economic growth, expected recovery,
expected inflation, sector-specific impacts, business confidence, property prices, household
spending, exchange rate fluctuations, unemployment rates, key fiscal responses initiated by
governments and regulatory actions. ABSA mentioned that ten factors were considered in the
expected credit loss model, yet only three are shown in the forecast table. The macroeconomic
scenarios and forecasts were disclosed for each country the bank was doing business in. It
allocated a 40% probability weighting to its baseline scenario, with a 30% probability weighting
to both the upside and downside scenarios. Firstrand (2021) developed three macroeconomic
scenarios for its South African operations and six macroeconomic scenarios for its United
Kingdom operations (see Table 5). These were factored into its expected credit loss model, to
determine the expected credit loss allowance for the 2020 financial year-end. For the forward-
looking information, it used nine inputs for its South African operations, five inputs for its
United Kingdom operations and three inputs for its other African operations. The
macroeconomic scenarios and forecasts were disclosed for each country the bank was doing
business in. Firstrand allocated for the South African operations a 57% probability weighting
to its baseline regime scenario, 16% to its upside regime scenario and 27% to its downside
regime scenario. For the United Kingdom, it allocated a 25% probability weighting to its severe
downside scenario, 10% probability weighting to its downside scenario, stagnation scenario
and mild upside scenario. It then allocated 45% probability weighting to its base scenario.
Nedbank Group (2021) developed four macroeconomic scenarios (see Table 5) in its expected
credit loss model, to determine the expected credit loss allowance for the 2020 financial year.
It used three inputs in its forward-looking information, which were factored into its expected
credit loss model and the impairment charge for the year. Nedbank considered other factors in
the development of its macroeconomic scenarios, including the economic prime rate, gross
domestic product growth, household debt-to-income, consumer price inflation and credit
growth. The bank considered five factors for the forecast, but only showed three in the financial
disclosures. The macroeconomic scenarios and forecasts were disclosed as an overall average
for its entire operations. Nedbank allocated a 50% probability weighting to its base case
scenario, 21% to its mild stress scenario, 21% to its positive outcome scenario and 8% to its
high-stress scenario. Standard Bank Group (2021) developed three macroeconomic scenarios
(see Table 5) in its expected credit loss model, to determine the expected credit loss allowance
for the 2020 financial year-end.
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For the forward-looking information, it used six inputs for its South African operations, five
inputs for its African region and five inputs for its global operations. The macroeconomic
scenarios and forecasts were disclosed for each country the bank was doing business in.
Standard Bank allocated a 50% probability weighting to its base scenario, 20% to its bull
scenario and 30% to its bear scenario.

5.2. United Kingdom banks

Barclays Plc (2020) developed five macroeconomic scenarios (see Table 6) in its expected
credit loss model, to determine the expected credit loss allowance for the 2020 financial year-
end. For the forward-looking information, it used eight inputs, which consisted of the United
Kingdom and the United States’ factors. The macroeconomic scenarios and forecasts were
disclosed as an overall average for its entire operations. Barclays allocated a 20.2% probability
weighting to its upside average 2 scenario, 24.2% to its upside average 1 scenario, 24.7% to its
baseline average scenario, 15.5% to its downside average 1 scenario and 15.4% to its downside
average 2 scenario. Based on the notes to the financial statements, it is evident that the expected
credit loss model did not factor in the complexity in the macroeconomy as a result of COVID-
19. HSBC (2021) developed four macroeconomic scenarios (see Table 6) in its expected credit
loss model, to determine the expected credit loss allowance for the 2020 financial year-end. For
the forward-looking information, it used four inputs in each country of operations. The
macroeconomic scenarios and forecasts were disclosed for each country the bank was doing
business in. HSBC allocated between 65 and 70% probability weighting to its central scenario
for the four markets; then, it allocated between 20 and 30% to its two downside scenarios. Based
on the notes to the financial statements, it is evident that the expected credit loss model did not
factor in the complexity in the macroeconomy as a result of COVID-19. Lloyds Banking Group
(2021) developed four macroeconomic scenarios (see Table 6) in its expected credit loss model,
to determine the expected credit loss allowance for the 2020 financial year-end. For the
forward-looking information, it used five inputs for its entire operations. The macroeconomic
scenarios and forecasts were disclosed as an overall average for its entire operations. Lloyds
Banking Group allocated a 30% probability weighting to its base case scenario, upside scenario
and downside scenario. It then allocated 10% to its severe downside scenario. Based on the
notes to the financial statements, it is evident that the expected credit loss model did not factor
in the complexity in the macroeconomy as a result of COVID-19. Natwest Group Plc (2021)
developed four macroeconomic scenarios (see Table 6) in its expected credit loss model, to
determine the expected credit loss allowance for the 2020 financial year-end. For the forward-
looking information, it used five inputs for its United Kingdom operations and five inputs for
its Republic of Ireland operations. The macroeconomic scenarios and forecasts were disclosed
for each country the bank was doing business in. Natwest allocated a 20% probability weighting
to its upside scenario, 40% to its base case scenario, 30% to its downside scenario and 10% to
its extreme downside scenario. Based on the notes to the financial statements, it is evident that
the expected credit loss model did not factor in the complexity in the macroeconomy as a result
of COVID-19.

5.3. Analysis of disclosure

When comparing the disclosure by the individual banks, the only input factor that was common
in the macroeconomic scenarios was the use of the gross domestic product. All the banks took
into account the probability of default, exposure at default, loss given default and forward-
looking information in the determination of expected credit losses. IFRS 9 is not explicit on the
number of reasonably possible scenarios the financial statement preparers should use, but the
selected banks used a minimum of three macroeconomic scenarios in their expected credit loss
models.
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The macroeconomic scenarios that all the selected banks developed generally consisted of a
base case scenario, upside scenario and downside scenario. ABSA and Nedbank use the same
number of input factors for the expected credit loss models, while ABSA, Nedbank and
Standard bank have the same number of macroeconomic scenarios. All the United Kingdom
banks have four macroeconomic scenarios, except for Barclays, which has five macroeconomic
scenarios. The selected United Kingdom banks use three similar input factors, namely gross
domestic product, unemployment rate and house price index. Nedbank and Lloyds Banking
Group disclosed macroeconomic scenarios on an overall average, while the rest of the selected
banks disclosed macroeconomic scenarios on a country of operation level. The selected banks
were affected negatively by COVID-19 and the implemented lockdown. This applies to all the
selected banks; the degree of impact is however significantly different from one bank to
another. ABSA and Nedbank used the same number of input factors, but the types of input
factors they used are different, except for the GDP, which is used by all banks selected for this
study. ABSA, Nedbank and Standard bank have the same number of macroeconomic scenarios,
but they used a different number and types of input factors in the development of their
macroeconomic scenarios. HSBC, Lloyds Banking Group and Natwest Group have the same
number of macroeconomic scenarios, but they used a different number and type of input factors
for their macroeconomic scenarios. In the analysis of the respective banks’ financial statements,
it was evident that two South African banks, ABSA and Firstrand, disclosed the impact of
COVID-19 separately. None of the selected banks from the United Kingdom had a separate
COVID-19 impact disclosure. The total number and types of factors used were inconsistent
between all the selected banks. The number of scenarios also varied from one bank to the other.
The probability weighting allocated to the scenarios differed significantly, even for the base
case scenarios that were supposed to be the most likely scenarios to unfold in the respective
banks. In general, the banks in the United Kingdom accounted for significantly higher
impairment charges than the banks in South Africa. The impairment to revenue percentages
were also considerably more than the South African banks. There is however no clear trend in
terms of the change in impairments from one bank to the other, regardless of the country the
bank belongs to.

6. CONCLUSION

Based on the above, it is evident that there is no standard method of disclosing the impact of
COVID-19 in the financial disclosures of the selected banks. There are some similarities in the
factors that were used in determining the expected credit loss and the number of macroeconomic
scenarios developed by the selected banks. There is however a significant difference in the
number and type of input factors used among the South African banks, as well as the
macroeconomic scenarios developed for the expected credit loss models. The same difference
is present in the United Kingdom banks. The significant increase in the impairment charge was
higher in the United Kingdom banks than it was in the South African banks. Despite these
differences all the banks included in this study complied with the requirements of IFRS and
were audited by reputable audit firms. This meant that the financial statements were considered
a fair presentation of the financial state of the banks amid the pandemic. As the selected banks
used different input factors, number of factors and developed different macroeconomic
scenarios for the expected credit loss models it is evident that more specific guidance is
necessary to account for the effect of COVID-19 and similar pandemics. The article covered
the impact of COVID-19 in selected banks, which was mostly affected by IFRS 9 because banks
mainly deal with financial instruments. If a similar study was conducted on companies in
different industries, the results of the COVID-19 impact would likely differ from those of this
study.
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Taking this into consideration, it would be prudent for the IASB to consider providing a separate
standard that caters for force majeure events such as COVID-19, which will accommodate
businesses in different industries.

LITERATURE:

1. Abdelmoneim, Z., & Elghazaly, M. (2021). COVID-19 implications for corporate social
responsibility, corporate governance and profitability in banks: The case of Egypt. Banks
and Bank Systems, 16(4), 149-168. https://dx.doi.org/10.21511/bbs.16(4).2021.13.

2. ABSA. (2020). Absa Group Limited Financial Results For The Reporting Period Ended 31
December 2020. Retrieved from https://www.absa.africa/content/dam/africa/absaafrica/
pdf/2021/results-booklet-for-the-period-ended-31-december%202020.pdf

3. Abusharbeh, M.T. (2020). The financial soundness of the Palestinian banking sector: an
empirical analysis using the CAMEL system. Banks and Bank Systems, 15(1): 85-97.
https://dx.doi.org/10.21511/bbs.15(1).2020.09

4. Aday, S. & Aday M.S. (2020). Impact of COVID-19 on the food supply chain. Food Quality
and Safety, 4(4), 167-180. https://doi.org/10.1093/fgsafe/fyaa024.

5. Avrampou, A., Skouloudis, A., lliopoulos, G., & Nadeem Khan, N. (2019). Advancing the
Sustainable Development Goals: Evidence from leading European banks. Sustainable
Development, 27, 743-757. https://doi.org/10.1002/sd.1938

6. Babaei, G., Pakmaram, A., Nahandi, Y. B. & Rezaei, N. (2021). A Model for Measuring
the Comparability of Financial Statements Based on the Relative Valuation Theory.
Accounting and Auditing Review, 27(4):546-580. https://doi.org/10.22059/
acctgrev.2021.303909.1008382

7. Baicu, C.G, Gardan, I.P, Gardan, D.A. & Epuran, G. (2020). The impact of COVID-19 on
consumer behavior in retail banking. Evidence from Romania. Management & marketing:
Challenges for the knowledge Society, 15(1):534-556. https://doi.org/10.2478/mmcks-
2020-0031

8. Bank of England. (2020). Monetary Policy Summary for the special Monetary Policy
Committee meeting on 19 March 2020. Retrieved from https://www.bankofengland.co.uk/
monetary-policy-summary-and-minutes/2020/monetary-policy-summary-for-the-special-
monetary-policy-committee-meeting-on-19-march-2020 Date of access: 21 Mar. 2021.

9. Barclays Plc. (2020). Barclays PLC Annual Report 2020. Retrieved from
https://home.barclays/content/dam/home-barclays/documents/investor-relations/reports-
and-events/annual-reports/2020/Barclays-PLC-Annual-Report-2020.pdf

10. Barnoussi, A., Howieson, B. & Beest, F. (2020). Prudential application of IFRS 9: (un)fair
reporting in covid-19 crisis for banks worldwide. Australian Accounting Review (2020),
30(3):178-192. https://doi.org/10.1111/auar.12316

11. Berger, A.N., Hasan, I. & Klapper, L.F. (2004). Further Evidence on the Link between
Finance and Growth: An International Analysis of Community Banking and Economic
Performance. Journal of Financial Services Research, 25, 169-202. https://doi.org/
10.1023/B:FINA.0000020659.33510.b7

12. Bernanke, B.S. (2018). The Real Effects of Disrupted Credit: Evidence from the Global
Financial Crisis. Brookings Papers on Economic Activity, (2), 251-342. https://doi.org/
10.1353/eca.2018.0012

13. Chi, Q. & Li, W. (2017). Economic policy uncertainty, credit risks and banks’ lending
decisions: Evidence from Chinese commercial banks. China Journal of Accounting
Research, 10(1), 33-50. https://doi.org/10.1016/j.cjar.2016.12.001

14. Cucinotta, D. & Vanelli M. (2020). WHO Declares COVID-19 a Pandemic. Acta Biomed,
91(1), 157-160. https://doi.org/10.23750/abm.v91i1.9397

31



87t International Scientific Conference on Economic and Social Development - "Economics, Management, Finance and Banking" —
Svishtov, 28-30 September, 2022

15. Da Silva, D., Schutte, D. & Surujlal, J. (2021). Unpacking the IFRS Implications of
COVID-19 for Travel and Leisure Companies Listed on the JSE. Sustainability, 13, 1-20.
https://doi.org/10.3390/su13147942

16. Drisko, J.W. & Maschi, T. (2016). Content Analysis. New York. Oxford University Press.

17. Duttweiler, R. (2009). Managing Liquidity in Banks: A Top Down Approach. John Wiley
& Sons Ltd.

18. Elliott, L. 2020. Bank of England's QE programme is bigger than the city expected. The
Guardian. 19 Mar. Retrieved from https://www.theguardian.com/world/2020/mar/19/bank-
of-englands-ge-programme-is-bigger-than-the-city-expected

19. Fakhrunnas, F., Tumewang, Y.K., & Anto, M.B.H. (2021). The impact of inflation on
Islamic banks’ home financing risk: Before and during the COVID-19 outbreak. Banks and
Bank Systems, 16(2):78-90. https://doi.org/10.21511/bbs.16(2).2021.08

20. Firstrand. (2020). Firstrand Analysis of financial results 2020: of the next six months ended
31 December. Retrieved from https://www.firstrand.co.za/media/investors/reports/fsr-
analysis-of-financial-results-booklet-dec-2020.pdf

21. Gautam, S. & Hens, L. (2020). COVID-19: impact by and on the environment, health and
economy. Environment, Development and Sustainability, 22, 4953-4954 https://doi.org/
10.1007/s10668-020-00818-7

22. Gibson, G. (2020). From “Social Distancing” to “Care in Connecting”: An Emerging
Organizational Research Agenda for Turbulent Times. Academy of Management
Discoveries, 6(2), 165-169. https://doi.org/10.5465/amd.2020.0062

23. Gulzar, G. (2018). The Contribution of the Financial Sector in the Economic Growth of
Pakistan: A Literature Review on Growth Theories and Indicators of Economic Growth.
Journal of Business & Financial Affairs, 7(3), 1-6. https://doi.org/10.4172/2167-
0234.1000352

24. Haini, H. (2020). Examining the relationship between finance, institutions and economic
growth: evidence from the ASEAN economies. Economic Change and Restructuring, 53,
519-542. https://doi.org/10.1007/s10644-019-09257-5

25. Hardiyanti, S. E., & Aziz, L. H. (2021). The Case of COVID-19 impact on the level of non-
performing loans of conventional commercial banks in Indonesia. Banks and Bank Systems,
16(1):62-68. https://doi.org/0.21511/bbs.16(1).2021.06

26. Hawaldar, 1. T., Meher, B. K., Kumari, P., & Kumar, S. (2022). Modelling the effects of
capital adequacy, credit losses, and efficiency ratio on return on assets and return on equity
of banks during COVID-19 pandemic. Banks and Bank Systems, 17(1):115-124.
https://doi.org/10.21511/bbs.17(1).2022.10

27. HSBC. (2020). HSBC Holdings plc Annual report and Accounts 2020. Retrieved from
https://www.hsbc.com/investors/results-and-announcements/annual-report

28. International Financial Reporting Standards Foundation. (2021). IFRS 9 Financial
Instruments. Retrieved from https://www.ifrs.org/issued-standards/list-of-standards/ifrs-9-
financial-instruments

29. Jasman, J., & Murwaningsari, E. (2022). Loan loss provision index and bank risk: An
empirical study in Indonesia. Banks and Bank Systems, 17(2):27-36. https://doi.org/
10.21511/bbs.17(2).2022.03

30. Kaushik, M. & Guleria, N. (2020). The Impact of Pandemic COVID-19 in Workplace.
European Journal of Business and Management, 12(15). https://doi.org/10.7176/EJBM/12-
15-02

31. Khambule, I. (2021). COVID-19 and the Counter-cyclical Role of the State in South Africa.
Progress in Development Studies, 21(4), 380-396. https://doi.org/10.1177/14649
934211030457

32



87t International Scientific Conference on Economic and Social Development - "Economics, Management, Finance and Banking" —
Svishtov, 28-30 September, 2022

32. Liu, Y., Lee, JM. & Lee, C. (2020). The challenges and opportunities of a global health
crisis: the management and business implications of COVID-19 from an Asian perspective.
Asian Business & Management, 19, 277-297. https://doi.org/10.1057/s41291-020-00119-x

33. Lloyds Banking Group. (2020). Lloyds Banking Group Annual report and Accounts 2020.
Retrieved from  https://www.lloydsbankinggroup.com/assets/pdfs/investors/financial-
performance/lloyds-banking-group-plc/2020/full-year/2020-Ibg-annual-report.pdf

34. Mansour, A. & Alkhazaleh, K. (2017). Does banking sector performance promote economic
growth? Case study of Jordanian commercial banks. Problems and Perspectives in
Management, 15(2), 55-66. https://dx.doi.org/10.21511/ppm.15(2).2017.05

35. McAleer, M. (2020). Prevention Is Better Than the Cure: Risk Management of COVID-109.
Journal of Risk and Financial Management. 13(46), 1-5. https://doi.org/10.3390/
jrfm13030046

36. National Treasury. (2020). Answering your questions about the COVID-19 Loan Guarantee
Scheme. Retrieved from http://www.treasury.gov.za/comm_media/press/2020/COVID-
19%20L0an%20Guarantee%20Scheme%20Q%26A.pdf

37. NatWest Group Plc. (2020). Natwest Group Plc Annual Report and Accounts 2020.
Retrieved from https://investors.natwestgroup.com/~/media/Files/R/RBS-IR-V2/results-
center/19022021/natwest-group-annual-report-accounts-2020-v1.pdf

38. Nedbank Group. (2020). Nedbank Group Audited Consolidated and Separate annual
financial statements for the year ended 31 December 2020. Retrieved from
https://www.nedbank.co.za/content/dam/nedbank/site-assets/AboutUs/Information%20Hu
b/Financial%20Results/Annual%20Results/2020/2020%20Nedbank%20Group%20Annua
1%20Financial%20Statements.pdf

39. Ntuli, MG. (2017). An evaluation of bank acquisition using an accounting based measure:
a case of Amalgamated Bank of South Africa and Barclays Bank Plc. Banks and Bank
Systems, 12(1-1):160-165. http://dx.doi.org/10.21511/bbs.12(1-1).2017.09

40. Office for National Statistics. (2021). Gross Domestic Product: chained volume measures:
Seasonally adjusted £m. Retrieved from https://www.ons.gov.uk/economy/grossdomesti
cproductgdp/timeseries/abmi/pn2

41. Partington, R. & Walker, P. (2020). Rishi Sunak promises to guarantee £330bn loans to
business. The Guardian, 17 Mar. Retrieved from https://www.theguardian.com/world/2020/
mar/17/coronavirus-rishi-sunak-promises-to-guarantee-330bn-loans-to-business

42. Pokhrel, S. & Chhetri, R. (2021). A Literature Review on Impact of COVID-19 Pandemic
on Teaching and Learning. Higher Education for the Future, 8(1), 133-141.
https://doi/10.1177/2347631120983481

43. Polyzos, S., Abdulrahman, K., & Christopoulos, A. (2018). Good management or good
finances? An agent-based study on the causes of bank failure. Banks and Bank Systems,
13(3), 95-105. https://doi.org/10.21511/bbs.13(3).2018.09

44. Rohman, A., Nurkhin, A., Mukhibad, H., Kusumantoro, & Wolor, C. W. (2022).
Determinants of Indonesian banking profitability: Before and during the COVID-19
pandemic analysis. Banks and Bank Systems, 17(2):37-46. https://doi.org/10.21511/
bbs.17(2).2022.04

45. Rumney, E. (2020). South African bank profits seen taking years to recover from COVID-
19 hit. Reuters. 11 Sep. Retrieved from https://www.reuters.com/article/safrica-banks/
safrican-bank-profits-seen-taking-years-to-recover-from-covid-19-hit-idUSL8N2G65HY

46. Sawafta, O. (2021). Risk management in conventional and Islamic banks in Palestine: A
comparative analysis. Banks and Bank Systems, 16,(2), 182-189. https://doi.org/10.21511/
bbs.16(2).2021.17

33



87t International Scientific Conference on Economic and Social Development - "Economics, Management, Finance and Banking" —

Svishtov, 28-30 September, 2022

47.

48.

49.

50.

51.

52.

53.

54.

55.

56.

S7.

58.

59.

60.

Singh, T & Kaur, M. (2012). Internet Banking: Content Analysis of Selected Indian Public
and Private Sector Banks’ Online Portals. Journal of Internet Banking and Commerce, 17.
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=2131598 Date of access: 6 Oct. 2021.
South African Reserve Bank. (2021). Repurchase rate: Rate at which the private (sector)
banks borrow rands from the SA Reserve Bank. Retrieved from https://www.reshank.co.za/
en/home/what-wedo/statistics/key-statistics/selected-historical-rates

Standard Bank Group. (2020). Standard Bank Group Annual Financial Statements 2020.
Retrieved from https://thevault.exchange/?get_group_doc=18/1615894015-SBG2020Ann
ualFinancialStatements.pdf

Statistics South  Africa. (2020). Gross domestic product. Retrieved from
http://www.statssa.gov.za/publications/P0441/P04414thQuarter2020.pdf

Thinh, T. Q. (2021). Influence of profitability on responsibility accounting disclosure —
Empirical study of Vietnamese listed commercial banks. Banks and Bank Systems, 16(2),
119-126. https://doi.org/10.21511/bbs.16(2).2021.11

Tran, T. T. T., Nguyen, Y. T., Nguyen, T. T. H., & Tran, L. (2019). The determinants of
liquidity risk of commercial banks in Vietnam. Banks and Bank Systems, 14(1):94-110.
https://doi.org/10.21511/bbs.14(1).2019.09

Twinoburyo, E.N. & Odhiambo, N.M. (2018). Monetary Policy and Economic Growth: A
Review of International Literature. Journal of Central Banking Theory and Practice, 7(2),
123-137. https://doi.org/10.2478/jcbtp-2018-0015

United Kingdom Government. (2020). Prime Minister's statement on coronavirus (COVID-
19): 23 March 2020. Retrieved from https://www.gov.uk/Government/speeches/pm-
address-to-the-nation-on-coronavirus-23-march-2020

Verdenhofa, O., Afanas'jev, M.V., Panchuk, A., Kotelnykova, L. & Chumak, G. (2018).
The conceptual bases of introduction of foresight marketing into business management.
Problems and Perspectives in Management, 16(3):163-173.
http://dx.doi.org/10.21511/ppm.16(3).2018.13

Wahyudi, S.S., Nabella, R.S. & Sari, K. (2021). Measuring the competition and banking
efficiency level: a study at four commercial banks in Indonesia. Banks and Bank Systems,
16(1):17-26. https://doi.org/10.21511/bbs.16(1).2021.02

Wahyuni, S., Pujiharto, Azizah, S. N., & Zulfikar, Z. (2021). Impact of the COVID-19
pandemic and New Normal implementation on credit risk and profitability of Indonesian
banking institutions. Banks and Bank Systems, 16(3):104-112. https://doi.org/10.21511/
bbs.16(3).2021.10

Wasserman, H. (2020). SA banks are reporting a bad-debt bloodbath - but it may look worse
than it really is. Business Insider South Africa. 25 Aug. Retrieved from
https://www.businessinsider.co.za/coronavirus-bad-debts-impact-on-the-banks-2020-8
Workie, E., Mackolil J., Nyika, J. & Ramadas, S. (2020). Deciphering the impact of
COVID-19 pandemic on food security, agriculture, and livelihoods: A review of the
evidence from developing countries. Current Research in Environmental Sustainability, 2,
1-6. https://doi.org/10.1016/j.crsust.2020.100014

Zulfikar, Z., & Sri, W. (2019). The impact of discretionary loan loss provision of sharia
financing on financial performance. Banks and Bank Systems, 14(4): 34-41.
https://doi.org/10.21511/bbs.14(4).2019.04

34



87t International Scientific Conference on Economic and Social Development - "Economics, Management, Finance and Banking" —
Svishtov, 28-30 September, 2022

PUBLIC-PRIVATE-PEOPLE PARTNERSHIP (P4) FOR EVENT
TOURISM MANAGEMENT PURPOSES

Petya Ivanova
Associate professor at Dimitar A. Tsenov Academy of Economics, Svishtov, Bulgaria
p.ivanova@uni-svishtov.bg

ABSTRACT

The integrative nature of event tourism, as well as the present-day characteristics of tourism
market, presuppose that partnerships are built. This paper defends the thesis that the
implementation of the public-private-people partnership (P4) model helps to effectively realize
the goals of event management and destination tourism through the inclusion and cooperation
of all stakeholders. The identification of the P4 key characteristics that make it a working tool
in organizing and holding events and realizing tourist visits is the main aim of the paper. The
paper analyzes today’s changes and challenges facing event tourism, highlights the most
significant specific elements for the functioning of P4 and argues the applicability of this model
in event tourism management for dealing with challenges, using resources efficiently,
distributing benefits and building resilience. The impacts that event tourism has on local
residents can be positive and negative, and involving them as a stakeholder in the event tourism
management can contribute to limiting the negative impacts and enhancing the positive impacts
for them.

Keywords: event management, event tourism, Public-Private-People Partnership

1. INTRODUCTION

Public-private partnerships (P3) are approved and widely applicable in providing tourism
infrastructure and superstructure. This partnership model is based on urban planning research
dating back to the 1960s. Subsequently, certain limitations of the traditional model focused on
economic outcomes are manifested in public governance and a need arises for holistic
approaches, including qualitative aspects such as democratization of the administrative process,
social equality and community involvement. Public-private-people partnership (P4) places an
emphasis on reconsidering the pragmatic issues that underlie public engagement and offers a
process framework that places people as the main stakeholder in implementing public-private
partnership schemes. This process framework of the public-private-people partnership covers
bottom-up participatory strategies that make local population engagement, including in holding
events, clearly visible for infrastructure planning and policy making. This elaborated
framework and related strategies place an emphasis on citizens and their proactive engagement.
It has the potential to help improve the process of planning and holding events by reducing the
risk of unanticipated opposition, establishing clear responsibilities and rights, and creating
opportunities for public input. Also, such an effective and operational public engagement
framework would help event management to better respond to changing public demands. It is
increasingly recognized that the responsibility for preventing, responding to and recovering
from crises cannot rest with public authorities and businesses alone, but that citizens are also
required to engage in achieving local resilience in order to understand the various perspectives
on the same reality. In today’s dynamic environment and constantly arising difficulties for the
event tourism, the need for finding methods and means to improve its management stands out.
The paper makes a systematic review of the literature regarding the P4 successful characteristics
and their relationship with the attributes of event tourism management. The understanding of
the need to determine which characteristics need to be developed in order to ensure more
successful collaboration between the three main stakeholders: public entities, private companies
and citizens is of key importance.
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A two-pronged documentary research method is used: the first is based on desk research and
secondary data analysis, and the second is based on observations and discussions with event
management professionals and specialized bodies and associations.

2. TODAY’S CHALLENGES FACING EVENT TOURISM

It is widely agreed that tourism management practices need to be reviewed in the context of the
unprecedented impact of the COVID-19 pandemic. There should be adaptive resilience to
absorb pressure from external and internal threats given the prolonged and complex nature of
the COVID-19 pandemic. Resilience focuses on developing processes by which participants
can identify, adapt and use the resources to counter problems before, during and after a crisis
in order to function reliably. The focus is on the individuality of an organization to build
resilience through active resource mobilization (Faisal, Albrecht, & Coetzee, 2020) (Vargas-
Sanches, 2021). (See Table 1).

Table 1: Evolution in tourism management

Basic value Increasing management New alliance with the
capabilities community

e Intellectual e Anti-crisis contingency plan; e Public-Private-

humaneness; e Community People Partnership

e Solidarity with the management;

community; e Technology/Knowledge;

e Human centrality. e Diversification.

Source: Vargas-Sanches, A. A new tourism governance for a new time?// Hight-level
Conference TORMAN 2021. On-line, May 2021.

The International Festivals & Events Association defines 2020-2021 as years of “unexpected
reality” (International Festivals&Events Association, 2021). Research shows that these two
years are used by event industry professionals to improve their knowledge and skills with a
focus on technology and online event platforms as well as virtual event software. Where
possible virtual events, online discussions, etc. are organized so as to keep the industry active
and to connect with consumers in a virtual environment. An Allied Market Research report
states that the expected compound annual growth rate (CAGR) of the events industry for the
period from 2021 to 2028 is 11.2% (Vig & Deshmukh, 2021). In 2019, the segment of corporate
events, seminars and exhibitions had the largest share among the types of events. Their
implementation online or in a hybrid version also leads to an increase in the number of
participants in this type of events, expanding their accessibility and geographical coverage. The
costs of organizing events, which include on-site expenses for food and catering, entertainment,
and the rental of premises, are expected to be limited in the future. As of 2019, the largest source
of revenue is sponsorship, due to the opportunity for organizers to gain a competitive advantage
by advertising goods and services and thus attracting a wide range of consumers. By 2028,
sponsorship is expected to maintain a high share as a source of revenue for the events industry
with a compound annual growth rate of 12.1% for the period 2021 - 2028. Forecasts for the
period 2021-2028 are that entertainment music events will have the largest growth — 12 .4%. In
terms of relative share and growth, corporate events will have a significant place, with the
interest in entrepreneurship and business seminars standing out. It is expected that the hybrid
model of this type of events will continue to be used in the future, which will reflect on a lower
level of business event tourism. The activities of organizations related to event tourism during
the pandemic are in a complicated state. On the one hand, they must comply with government
and health measures for limiting the coronavirus pandemic, and on the other hand, maintain
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their activities so that they can continue when the restrictions are lifted. In this sense,

maintaining activity against the backdrop of COVID-19 requires (Gajjar & Parmar, 2020):

e Safety of the event attendees: organizers, participants, sponsors, spectators. It is necessary
to comply with the current restrictions prescribed by the authorities: disinfection, distance,
discipline, proof of COVID-19 vaccination and negative test result requirement, etc.

e Communication. The organizer must be responsible enough to send adequate messages and
convey the necessary information regarding the precautions to be taken before travelling
and participating in the event.

¢ Financial planning. Maintaining this type of business being impossible, the operating costs
and marketing budget must be kept to a minimum.

e Encouragement. Although the period is difficult, this does not mean that all activities must
be suspended due to event cancellation or postponement. The solution is to work from
home, and along these lines the tasks should be formulated so that they can be carried out
from home. Even after the restrictions are lifted and the organization of events becomes
possible, the planning process and some other stages of work can be carried out from home.

e Future planning. Time should be used for planning future events, possible ways to organize,
get acquainted with the technology trends, maintain relationships with key customers, etc.
Time can be used to generate creative ideas and ways to survive in the future.

The wide range of challenges ultimately lead to complex crisis with unpredictable cascading
effects that affect not only infrastructure but also societal well-being. Therefore, the traditional
approach to event management will not be effective enough, and one of the directions for
change is to increase the management’s ability to include all stakeholders in the management
process (Marafia, Labaka, & Sarriegi, 2020). Local residents’ support for any form of tourism
development depends on a number of factors. Studies have shown that residents’ perceptions
of the impact of tourism is one of the most significant determinants of their support (Gursoy,
Chi, & Dyer, 2010). Since local residents directly interact with visitors, their support is seen as
one of the most important determinants of the success of tourism development. With the support
of residents, a tourism event can be transformed into an unforgettable and enjoyable experience
for both hosts and visitors and support the sustainable development of the community. Studies
dedicated to the process of forming the attitude of residents towards tourism development in
their community, using the principles of the Social Exchange Theory (SET), come to the
conclusion that residents form their attitudes based on the results of their assessment of potential
benefits and costs of such development (Lee, Kyle, & Scott, 2012). A number of predictors that
influence residents’ perceptions and their support, such as residents’ attachment to the
community, values, place image, event attitude, and public trust, have also been identified
(Ouyang, Gursou, & Sharma, 2017).

3. APPLICABILITY OF PUBLIC-PRIVATE-PEOPLE PARTNERSHIP IN EVENT
TOURISM MANAGEMENT

The P4 model is a further development of the P3 model and includes the following groups of
stakeholders: (i) public bodies, including central government, local government, regional and
local bodies and institutions; (ii) private entities, including businesses, self-employed persons,
private owners; (iii) people, including citizens, non-governmental sector, end users. The genesis
of the idea for P4 relates to urban development, where it creates opportunities for proactive
involvement and finding solutions not only in the early stages of urban development in
planning, but also in the management of local economic and social infrastructure. Characteristic
of this end-user-oriented model is that it assesses not only value-for-money results, but also
includes criteria related to the life cycle of the place, diversification and customer orientation
(Majamaa, 2008, p. 57).
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In general, collaborative approaches lead to combining resources and valorization of activities,
enhancing the exchange of good practices and the ability to create new networks. Involving the
community in the implementation of projects, such as organizing and holding an event, leads
to a more effective solution to common problems (Boniotti, 2021). The P4 model is defined as
a modern form of integration, through semi-formal, semi-informal mechanisms. It is a perfect
example of community involvement and engagement. It is a vehicle for urban regeneration and
involves both individual citizens and non-governmental organizations, clubs, tourist
information and visitor centres. In this model citizens play the role of co-designers, co-
organizers and co-evaluators. Moreover, the P4 model is implemented in the context of shared
trust and responsibility among stakeholders and is a meaningful convergence of investment
from and management by various stakeholders in event tourism. The fact that risk is more easily
controlled when all stakeholders are involved in the activity is not insignificant (Majamaa,
2008, p. 53). Owing to the Internet, P4 tools such as community funding, online petitions and
contributions provided by foundations are growing. These are examples of self-organization
which reflects as a response to the challenges of the complex system of place and society
(Cameli, 2019, p. 33). Philanthropy, volunteerism and new technologies support this model.
Digital technologies and social media have a key role to play and offer new opportunities in
this regard. It is widely accepted that community engagement is essential to achieving
sustainable development. In the context of the P4 applicability in event tourism management,
partnerships are defined as purposeful strategic relationships between independent entities that
share compatible goals, strive for mutual benefit, and recognize a high level of mutual
interdependence. I1SO 22397 “Societal security — Guidelines for establishing partnering
arrangements” (2014) states that there is a variety of partnering arrangements, both formal and
informal. These include, but are not limited to, contracts, memoranda of understanding, mutual
aid agreements, cooperation agreements, coordination agreements, operational agreements and
supply agreements. In the process of organizing and holding events P4s are mainly
arrangements, both formal and informal, developed between public entities, private companies
and citizens with the aim to improve the quality and competitiveness of the event, reflecting in
attracting tourists and satisfying visitors and participants. Successful partnerships are those that
achieve their intended purpose in an effective way, with the input of all partners involved. The
characteristics of a successful 4P partnership are based on three categories of dimensions
(Marana, Labaka, & Sarriegi, 2018)):

e Stakeholder relationships: the characteristics in this dimension relate to the qualities and
attitudes that stakeholders need to have in order to work together successfully: commitment,
coordination, interdependence, trust, integration, flexibility and inclusiveness.

e Information flow: the characteristics in this dimension relate to the communication channels
and protocol that stakeholders should use to invest resources in the most effective way:
information quality, information sharing, participation, information accessibility,
information transparency and user-friendliness.

e Conflict resolution: the characteristics in this dimension relate to the techniques used to
solve problems concerning the proper functioning of the partnership: constructive solution,
reflexivity and perspectives.

The results of conducted empirical research show that within the framework of the outlined

characteristics, the following elements are the most significant for a successful P4 partnership

(Marana, Labaka, & Sarriegi, 2018):

o Stakeholder relationships. Inclusion: Building a sense of belonging is key to successful P4
partnerships.

e Information flow. User-friendliness. User-friendliness refers to the ease with which all
partners understand and can use the information. It should be kept in mind that each type of
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stakeholder needs access to different information to further enrich their knowledge on
certain topics.

e Conflict resolution. General perspective. It includes an analysis of the personal interests of
each partner and the ability to reconcile the different existing points of view and find a
mutually beneficial goal.

There are interrelationships between the above-mentioned characteristics. Improving certain
characteristics directly affects the performance of others. As a result, focusing on improving
the most influential characteristics will provide a greater impact on the overall partnership
performance. Considering the interrelationships that exist between the characteristics will allow
resources (money and time) to be deployed in the most efficient way. These interrelationships
will suggest an optimal order of execution to be considered in the future when developing
successful P4s in the process of organizing and holding events. When studying the attitude of
local residents towards the event, the following principal components are considered: (i)
tolerance — relationships between organizers, participants, local residents and tourists; positive
attitude and support towards the event; (ii) impacts — crowds, noise, infrastructure load and (iii)
disturbance — disrupting personal routine and creating personal inconvenience (Weaver &
Lawton, 2013). In terms of the above-stated, it is clear that the measures of the perception of
an event by tourists can be significantly influenced by a successful partnership (Zahariev,
Prodanov, lvanova, & Kichukov, 2021). The P4 model evolves over time and helps to overcome
challenges. This is done by taking into account the different perspectives of all stakeholders,
developing trust between participants and having effective communication mechanisms in
place to keep them informed and avoid conflicts and misunderstandings. It is important to note
that creating multi-stakeholder partnerships like P4 is always challenging. There are certain
barriers that prevent successful implementation. For example, one of the most difficult
challenges for public entities is to foster citizens to be proactive. Another barrier to the
successful development of P4 is that political interests can sometimes hinder the sharing of
information between the parties in the 4P partnership.

4. CONCLUSION

Compared to P3, P4s are a broader form of integration of cultural, tourism and economic
activities and a viable means of raising awareness and social participation in the event tourism
sector. Besides economic and social impacts, event tourism also has significance for local
residents. Local residents’ perceptions of social impacts can be influenced by involving the local
community in the event tourism management process, which also has the potential to help
minimize negative impacts and enhance positive impacts. In line with the set goal, the study
outlined the possibilities of the 4P model for contributing to event tourism management. It
revealed the integrative nature of this tool and how it can contribute by involving local residents
in the process of solving existing challenges. The inclusion of the local community in the
process of planning and holding events is in terms of building their resilience, through
representation of all layers of society. However, fostering cooperation between stakeholders
who may have different interests and experience is also a challenging task. The identified
significant characteristics should be taken into account in order to develop better and successful
partnerships.
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ABSTRACT

The pharmaceutical industry is one of the sustainable developing global economic sectors.
Research, innovation and investment in new products and technologies have an extremely great
importance to the growth of the pharmaceutical business. The consumption of medicinal
products is growing steadily. The pharmaceutical industry in Bulgaria has a structuring role
in the national economy. For the entire period after 1989, it is one of the few profitable and
sustainable developing sectors of the Bulgarian economy. In addition to the importance of the
pharmaceutical sector in purely economic aspect, its condition and development also have a
strong social dimension and impact on the health care system and the health of the population.
That is why importance acquire the issues relating to the assessment of the situation and
development on the pharmaceutical market in Bulgaria. In this context the main objective of
this article is to analyse and evaluate competition on this market. Methods for assessing the
intensity of competition and the degree of monopolisation of the market are used. For the
assessment of the competition of the pharmaceutical market in Bulgaria the Herfindal-
Hirschmann Index and the Rosenblatt (Holl-Tydeman) coefficient are used.

Keywords: Competition intensity, Competitive analysis, Evaluation, Pharmaceutical market,
Monopolisation degree

1. INTRODUCTION

The pharmaceutical industry is responsible for the development, production and marketing of
medicines, which defines its undeniable importance as a global economic sector. Total
pharmaceutical revenue worldwide reached more than one trillion US dollars in 2014. More
than in any other industry, the pharmaceutical sector is highly dependant of research and
development activities groups. Pharmaceutical companies invest 20 % and more of their
revenue on research and development. When considering competitiveness, the structure of
supply and demand must be taken into account (European Commisssion, 2019). In the
pharmaceutical industry, for example, stakeholder behavior not only determines their differing
interests in terms of costs and prices, but also determines the convergence of interests related
to innovative and effective pharmaceutical products (Filipova & Nedelcheva, 2020, p. 227).
The global market for pharmaceutical products are expected to grow by around 1.3 trillion
dollars by 2020, representing an annual growth rate of 4.9%. According to S. Timofeeva the
consumption of medicinal products is growing steadily, mainly due to: better diagnostics; the
use of more modern treatment practices; the growing demand for more effective treatment; the
increase in morbidity due to rapidly aging populations in the world and the associated increase
in the number of chronically ill people; changes in lifestyle; environmental pollution; increased
urbanisation; higher disposable income, etc. (Tumodeesa, 2017, p. 168-170). The main export
markets for pharmaceutical in the short term will continue to be traditional developed markets:
North America, Western Europe and Japan, which have a high percentage of health expenditure
per capita and streamlined regulatory processes. At the same time, the market growth is shifting
to the emerging markets in Asia, Latin America and elsewhere, where pharmaceutical sales
forecasts rise by double-digit number. The generic medical industry has made a significant
contribution to ensuring patients' access to quality and effective medicines, to achieving

41



87t International Scientific Conference on Economic and Social Development - "Economics, Management, Finance and Banking" —
Svishtov, 28-30 September, 2022

budgetary savings and to sustainable economic development and the creation of a gross
domestic product. In many of the big economies, generics account for about 50% of the market
volume. In the United Kingdom, the rate of generic medication is 71% of total market volume,
in Germany 75% and in the US 89% (Jacovljevic, Nakazono & Ogura, p. 183). Generic
medicines provide savings of € 35 billion to European health systems each year. Generic drug
manufacturers provide employment for more than 150,000 European citizens. Generic
medicines in the EU have a market share of 54% (in packages). The percentage of public
spending on medicines used for them is 21%. Thanks to generic medicines for the period 2001-
2013, the average price for drug therapy dropped by 60% and access to treatment increased by
200%. A report on the European economy states that policies promoting the use of generic
medicines are the most used measure in attempts to increase the cost effectiveness of medicinal
products (Mrazek & Frank, p. 246). A WHO report notes that promoting the increased use of
generic drugs would lead to a limitation of expenditure on medicines and enhance their
efficiency (bwirapcka renepuyna dapmanesTruyHa aconuarus, 2016).

2. KEY FEATURES OF THE PHARMACEUTICAL INDUSTRY IN BULGARIA

The Bulgarian pharmaceutical industry is generic and focused on satisfying the local market
and the markets of the former Soviet republics, the Arab countries and the countries of the
Middle East. Since 1989, it has undergone a complete restructuring and reorganization.
Privatization of some of its existing production facilities is underway and some of the world's
largest drug manufacturers are entering the sector. In parallel, a number of new facilities are
being built. The pharmaceutical sector is one of the most highly regulated and is primarily
driven by research and development. For the whole period after 1989 it is one of the few
profitable and sustainable sectors of the Bulgarian economy. According to the World Bank
report (World Bank, 2015), the pharmaceutical industry in our country has a structuring role
for the national economy. Generic pharmaceutical industry makes a significant contribution to
ensuring access for patients to quality and effective drugs, for the implementation of budget
savings and for sustainable development of the economy and creation of gross domestic
product. Manufacturers of generic drugs in Bulgaria are leading Bulgarian and international
companies with a key role in the creation of gross domestic product. Production of medicinal
substances and products covers approximately 1.6% of the industrial production in Bulgaria
and created approximately 2.3% of the value added in the industry. In today's market conditions,
it is very difficult to achieve stable business success if its effective development is not planned,
if the information about the company's prospects and opportunities, the state of the target
markets, the position of its competitors and its own competitiveness is not studied and analyzed
(Punumnosa, 2004, p. 81). The pharmaceutical sector is fast growing and is characterised as a
relatively cost-effective and with high-quality produce at competitive prices at a low level of
expenditure on research and development. Bulgarian and foreign producers in the sector make
significant investments in raising the productive capacity and modernisation of technical
facilities in order to gain competitive advantages. In this context, M. Filipova believes that in
order to be competitive, companies in Bulgaria must build their strategies on an absolutely new
basis, based on new technologies, uniqueness of processes and products, meeting all the
requirements of consumers and high quality of products (Filipova 2005). The strong traditions
and geographical location near the Middle East and the CIS are also a prerequisite for it.
Leading destinations for the export of Bulgarian pharmaceutical products are Russia (33% of
total exports), Romania (14%), Croatia (10%), Ukraine (9%) and Serbia (7%). The sector
provides employment of 6.7 thousand people (1.3% of employees in manufacturing industry).
The level of wages in the sector is above average. In 2017 drug sales at wholesale prices,
excluding pharmaceutical surcharges of about 15-20%, were estimated at 3.164 billion levs.
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The revenue of the top 15 companies in the pharmaceutical sector also grows by 11%
(Huxomoga, 2018). Again, almost all companies in the ranking are profitable, with an average
profitability of over 8 %, which is higher than in other sectors. The Bulgarian pharmaceutical
market is worth 670 million euros. Similar to other Eastern European countries, Bulgaria has a
high market share of generic medicines, which is 39%, while the share of the original is 61%.
The value dimension of market originals drugs amounted to 400 million euros, as Bulgaria is
one of the last places in the EU. Though small, the Bulgarian pharmaceutical market
demonstrated growth and continues to grow, and in 2018, but with a weaker pace of previous
years. The slowdown is already being felt and in April for the first time in many years the
market for drugs declined by 2.8% (Huxosnoga, 2018). In 2017, there was also an increase in
the sales revenues of the pharmaceutical companies in Bulgaria. According to IQVIA, the
growth figure is 11%. Fonix Pharma is second in the sales revenue chart, using the technology
as part of its digital growth strategy, which includes the development of software products
closely related to the management of pharmaceutical sites. For 2017, the company's net sales
increased by 8% in the pharmacy market and by 27% in the hospital market. With double-digit
growth in sales over the past year is Sopharma AD, with growth in its export products. One
exception to the ranking of successful Bulgarian drug manufacturers is Balkanpharma
Dupnitsa, which has some of the largest manufacturing facilities for tablet formulations in
Southeastern Europe. In 2017, the company recorded no sales growth, and there was also a
reduction of staff for two consecutive years by 25% and 10% respectively (Huxomnosa, 2018).
The market is slowing and sales growth drops to 5 % for the year, and forecasts for 2019 are
for single-digit growth (Huxonosa, 2019). Medicines represent a disproportionate share of
healthcare expenditure in Bulgaria (38% of total health care costs, against a 25% average EU
cost.). The burden of spending on medicines paid for by citizens' own resources is also
excessive, amounting to around 81% of total pharmaceutical costs. At the same time, the rank
of Bulgaria according to the value for the Pharmaceuticals subdomain of the European Health
Consumer Index (ENCI) for 2012-2017 is very low (Dimitrova, 2018, p.11). The country is
consistently one of the last places in the ranking of countries involved in the designation of the
EHCI. What is worrying here is that the rapid increase in costs occurs without a clear
improvement in health outcomes and is at the expense of population equality (MunucrepctBo
Ha 3/7paBeorna3BaHeTto Ha PenyOnwmka bwarapus, 2015). Therefore, apart from the great
importance of the pharmaceutical sector in a purely economic aspect, its condition and
development also have a strong social dimension and impact on the health and public health
system.

3. EVALUATION OF THE COMPETITION [INTENSITY AND THE
MONOPOLIZATION DEGREE OF THE PHARMACEUTICAL MARKET IN
BULGARIA

Considering the above, issues related to the study of the situation analysis and competition in
the Bulgarian pharmaceutical industry are of great importance in order to clarify the sources
and the degree of competition (Anekcanapos, 2002, p. 78). The process of assessing
competitiveness aims to form an accurate and objective judgment of its level (Nedelcheva &
Filipova, 2021, p. 162). C. Fleisher and B. Bensoussan examine in detail the nature, content,
features and results of applying different methods and approaches to industry analysis.
According to them, industry analysis provides a structured analysis and overview of the
participants and the features of each industry (®asitimep & bencyccan, 2005, p. 87). There are
a number of opinions in the scientific literature about the nature and main theoretical and
methodological problems of competitive analysis. According to M. Porter, competition analysis
IS an important component of corporate strategy (IToptsp, 2010, p. 27). F. Kotler believes that
competitive analysis consists of: identifying competitors and analyzing their goals, strategies,
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strengths and weaknesses, behavioral models, market positions and the role of the target market
- leader, candidate for leadership position, next a niche market (Kotisp, 2005, p. 68). N.
Kazakova focuses on the purpose of competitive analysis and points out that it identifies those
features of the external and internal environment of the company that have the greatest influence
on its strategic behavior and capabilities (Kazakosa, 2012, p. 25). Also interesting is the
D'Aveni business environment analysis approach, which introduces the concept of
hypercompetition, which is trying to counter attempts to enforce the static approach when
considering the theoretical problems of the development of the strategy (D'Aveni, 1994, p. 219).
The author makes and extremely important findings associated with the modern changes of the
business environment (Kuzmanova, 2011, p. 55). On the basis of the opinions of the authors
can be identified the following main areas of competitive analysis: analysis of the competitive
structure of the sector; analysis of the intensity of competition and the degree of monopolisation
of the market; preparing a competitive map of the market ; analysis of the strategic groups of
competitors on the market. The pharmaceutical industry in Bulgaria includes the production of
medicinal substances and mixtures and of medical products. According to data from the
Register under Art. 19, para. 1, item 1 of the Law on Medicinal Products in Human Medicine
(LMPHM) of manufacturers and importers of medicinal products on the territory of the
Republic of Bulgaria and of the qualified persons under Art. 148, item 2 and under Art. 161,
para. 2, item 1 the companies with production permits are forty-nine in number. After a
comprehensive analysis of the activities of establishments for the purpose of the current study
analysed companies, manufacturers of medicinal products for human use, in the form of a tablet,
liquid and gel forms, as well as nutritional supplements, as well as the importers of medicinal
products, which operate on an equal competitive conditions. The analysis and evaluation of the
intensity of competition and the degree of monopolisation of the market is made by application
of a system of indicators (Casenbesa, 2009, p. 153). In order to achieve the stated goal in the
development, the next indicators are applied:

e Herfindahl-Hirschmann Index - it is determined by the formula:
IHH =" p?, 1)
i=1

where IHH is the Herfindahl-Hirschman’s Index;
p, - market share of i - company;

n —number of enterprises on the market.

As can be seen from the Table 1, depending on the degree of concentration (measured by the
Herfindal-Hirschmann index), there are three types of markets (Areesa, 2002, p. 93) (Table 1).

Markets with a high concentration 0,2<IHH<1,0
Markets with a moderate concentration 0,1 <IHH <0,20
Markets with low concentration IHH<0,1

Table 1: Types of markets according to the concentration degree
e Rosenblatt’s (Hall-Tideman) Coefficient — it is determined by the formula:
1

HT =

=, )
(ZZ Ri P; _l)
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where NT is the ranking index of market concentration;
R, — rank of the enterprise in the market (defined as a decreasing parameter, with the largest

enterprise having a rank of 1);
p, —market share of the i enterprise.

The Rosenblatt (Hall - Tidman) Coefficient assumes values in the range of 1/n to 1 (n is the
number of enterprises in the market). The closer the value of the Coefficient to 1, the less
competition in the market (if a value of 1 is a pure monopoly). The closer the value of the
Coefficient is to 1/n, the more intense the market competition is. Table 2 presents the values of
the Herfindahl-Hirschman Index and the Rosenblatt (Hall - Tidman) Coefficient for the
pharmaceutical market in Bulgaria for 2010-2021.

Year IHH HT

2010 0,1392 0,1071
2011 0,1342 0,0974
2012 0,1239 0,0909
2013 0,1192 0,0850
2014 0,1154 0,0834
2015 0,1243 0,0830
2016 0,1494 0,0988
2017 0,1515 0,0947
2018 0,1578 0,0991
2019 0,1601 0,0993
2020 0,1598 0,0993
2021 0,1602 0,0995

Table 2: Value of IHH and HT in the pharmaceutical market in Bulgaria for 2010 -2021
(Source: Own elaboration based on data from the Annual Financial Statements published in
the Commercial Register, Retrived from
https://public.brra.bg/CheckUps/Verifications/VerificationPersonOrg.ra)

Analysing the values obtained in the calculation of the Herfindahl — Hirschman’s Index it is
established that the pharmaceutical market in Bulgaria is a market with moderate concentration,
as the values for the investigation period are between 0,1154 in 2014 and 0,1602 in 2021 (fig.
1). In terms of the dynamics of the index it is seen that, in the period 2010-2014 its value
decreases, then increases to the highest value of 0,1602 in 2021.

Figure following on the next page
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Figure 1: Value and dynamics of IHH for 2010-2021
(Source: Table 2)

The data in Table 2 shows that the Rosenblatt’s (Hall-Tideman) Coefficient has values ranging
from 0,0830 (2014) to 0,1071 (2010). These values are close to 0,0204 (1/49) and are
significantly lower than 1. This makes it possible to conclude that for the period 2010-2021
competition on the pharmaceutical market in Bulgaria is intense.
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Figure 2: Value and dynamics of HT for 2010-2021
(Source: Table 2)

From Fig. 2. it can be seen that the Rosenblatt’s (Hall-Tideman) Cofficient decreases its values
for the period 2010-2015, then increases in 2016, decreases in 2017 and again increases in 2018-
2021. The values of both indicators for analysis (IHH and HT) are decreasing at the end of the
2010-2014 period, then the values of the indicators fluctuate over the next years. This requires
the analysis and evaluation of the intensity of competition and the degree of monopolization of
the pharmaceutical market in Bulgaria to continue following the future processes in that market.
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4. CONCLUSION

On the basis of the results obtained in the analysis, some general conclusions can be drawn:

1) The pharmaceutical industry in Bulgaria is developing sustainable and marks an increase of
production and sales throughout the period after 1989.

2) The concentration degree of the pharmaceutical market in Bulgaria is moderate.

3) Competition in the pharmaceutical market in Bulgaria is intense.

4) There is a decrease in the intensity of competition and the degree of monopolisation of the
pharmaceutical market at the end of the period 2010-2014.

5) During the period 2015-2021, IHH values increased, while HT fluctuated in 2015-2017 and
increased in the last four years.

The dynamic processes in the pharmaceutical market in Bulgaria imposed objective need to
analyse and evaluate the intensity of competition and the degree of monopolisation of this
market further. The intensity of competition on the pharmaceutical market would be maintained
and even increased due to the presence of favourable factors for the entry of new companies on
the market, both foreign and ours. To these factors we can attribute the low tax rate of corporate
income taxation in Bulgaria. The country is open to foreign investment because of the need to
adopt a European and world standards of quality in the production and supply of the
pharmaceutical products on the Bulgarian market, as well as by the continuous implementation
of innovations, including in the case of generic companies. Regarding the degree of
monopolisation of the Bulgarian pharmaceutical market the trend would increase if the big
manufacturing companies in Bulgaria continue to grow by uniting their subsidiaries such as
Sopharma and its subsidiary Medica as well and acquiring new production facilities for
companies with problematic financial condition due to indebtedness to creditors. Currently,
these processes do not affect the indicators measuring the degree of monopolisation and the
intensity of competition on the pharmaceutical market in Bulgaria. This is due to two reasons:
the number of companies operating in the market, has not decreased compared to past periods;
no significant deviations in the market shares of those undertakings were found. The three
leading companies in the sector forecast growth in sales for the current year. The success of the
leading companies would be achieved by following the main thrust of consolidation,
digitisation and a continuous process of implementing innovations which trends are applicable
in a number of sectors, but especially in fast-growing and advancing industries such as IT, food
industry and pharmacy.
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ABSTRACT

The annual inflation rate has reached its highest level in decades across the U.S., Europe, and
many other countries in the post-COVID-19 era. In 2021, the U.S. has even hit its highest
annual inflation rate of 8.6% since 1981. American economist Milton Friedman has a well-
known quote on inflation in the 1960s. “Inflation is always and everywhere a monetary
phenomenon, in the sense that it is and can be produced only by a more rapid increase in the
quantity of money than in output,” (Milton Friedman). By definition, inflation is a monetary
phenomenon as it refers to the process by which the purchasing power of money diminishes.
While Friedman mainly attributes the inflation globally to prior increases in the money supply,
this essay attempts to investigate that other than the increase in money supply, the change in
the velocity of the circulation of money and the shortage on the supply side in the economy both
play a significant role in the current inflationary pressure. The U.S. is used as an example in
the essay as the U.S. has relatively comprehensive economic data and can most likely reflect
the effect of COVID-19 on inflation in an efficient market. During the initial outbreak of
COVID-19 in 2020, the change in the velocity of the circulation of money induced by COVID-
19-related regulations, had a direct impact on the price level in the economy based on the
Quantity Theory of Money, and eventually helped contribute to the historically high annual
inflation rates in 2021. On the other hand, the shortage of supply, mostly resulting from the
discontinued production across the global supply chain, posed further threats to the
maintenance of a low and stable inflation rate.

Keywords: COVID-19, Money, Supply

1. THE INCREASE IN THE MONEY SUPPLY DURING THE COVID-19 OUTBREAK
In response to the COVID-19 crisis, the Federal Reserve injected large amounts of liquidity
into the market. The growing price level caused by a major increase in the money supply
corresponds to Milton Friedman’s argument that inflation is produced by an increase in the
money supply. Shortly after the outbreak of the coronavirus pandemic, the Federal Reserve
adopted a loose monetary policy to stimulate the economy. At its meetings on March 3 and
March 15, 2020, the Fed cut its target for the federal funds rate by a total of 1.5 percentage
points. The Fed also resumed purchasing massive amounts of Treasury securities and
government-guaranteed mortgage-backed securities, releasing liquidity to the market, and
encouraged banks to lend by lowing the rate it charges banks for loans. The rapid growth in
savings is reflected in a sharp increase in the M1 money supply, which promotes the willingness
to pay for consumers and the willingness to invest for businesses. After the outbreak of
coronavirus, the year-on-year growth rate of M2 in the U.S. has increased rapidly from 7% to
26%. Although the value of M2 is still lower than the growth rate of MO in the same period, it
is still the highest growth rate since the start of data collection in 1960, and double the growth
rate in the 1970s. The inflationary pressure caused by the pandemic emergency procurement
plan is relatively evident. In addition to the increase in the money supply, it is also worth noting
that the velocity of money circulation and supply shortage contribute to the current inflationary
pressure globally.
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2. THE VELOCITY OF THE MONEY CIRCULATION BEFORE AND DURING THE
COVID-19 OUTBREAK

This essay applies the Quantity Theory of Money to analyze the role of the velocity of money
circulation in the current inflationary environment. In monetary economics, the Quantity
Theory of Money indicates the relationship between price level, money supply, the economic
output, and the velocity of money circulation. The Theory is written as MV = PY, where M
represents the money supply, V is the velocity of the circulation of money, that is, the average
number of transactions that a unit of money performs within a specified interval of time, P is
the price level, which is commonly measured by the CPI, and Y refers to the real gross domestic
product. Based on the equation, any increase in M must increase P if VV and Y are held constant
(Henderson, 2021). In particular, the value of V is commonly derived from the other three
variables in the equation. According to the Quantity Theory of Money, an increase in the gross
demand for goods and services attributed to the growing money supply should naturally induce
a higher price level for an economy in the short run. Nevertheless, the decrease in velocity of
the circulation of money during the COVID-19 outbreak in 2020 relieved the inflationary
pressure in the short term to a certain extent as the monetary easing policies were initially
adopted in many countries. Historically, the velocity of money circulation in the U.S. fluctuated
around 1.8 from 1960 to 1990, increased to 2.2 in the last decade of the 20" century, then
decreased into a fluctuating downward trajectory and fell to 1.1 in the wake of the coronavirus
pandemic. Before 2020, the increase in the money supply in the U.S., when quantitative easing
was in effect, was partially offset by a gradual decline in the velocity of money circulation, and
the level of inflation has been mostly kept below 3%. After the outbreak of COVID-19,
governmental regulations including maintaining social distance and implementing curfews
were widely adopted across the U.S. and Europe. The social regulations have decreased the
level of consumer spending and investments, and correspondingly slowed down the velocity of
money circulation. Consequently, the increases in the money supply should lead to an
immediate increase in the price level, but the significant decrease in the velocity of the
circulation of money again offsets the inflationary effect in the short run. The annual inflation
rate of the U.S. measured by CPI data remained a low of 1.2% in 2020 across the U.S.

3. THE VELOCITY OF THE MONEY CIRCULATION AND SUPPLY SHORTAGE IN
THE POST-COVID-19 ERA

Since early 2021, the velocity of money circulation has gradually recovered as consumers and
some businesses began to adapt, whereas businesses that depended on the global supply chain
were generally still negatively affected by the pandemic due to the lasting supply shortage of
materials, manufacturing, and consumer goods. The combined factors of the growing velocity
of money circulation and the continuous supply shortage altogether contribute to the soaring
inflation. When most governments no longer impose COVID restrictions, consumers tend to
spend more money than during the pandemic. The spike in the savings rate across the U.S. and
Western Europe as a result of stimulus payments and spending restrictions also left most
households in a strong position to spend. A higher level of consumption pushed up the cost of
goods on the demand side. On the supply side, however, the global supply chain has gone
through serious challenges as factories worldwide discontinued production activities or
produced fewer units of products, which lead to inefficiencies and higher costs for businesses,
and the process of shifting to other suppliers is time-consuming and more costly in most cases.
Companies have to pay more or wait longer for obtaining the equivalent materials, components,
equipment, labor, etc before the pandemic. Monetary policies are fairly useless on the supply
side, and the higher costs of businesses will eventually translate to higher prices of
commodities, inducing a spiral effect.
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4. CONCLUSION

In general, during the first wave of COVID-19, restrictions dampened the speed of money in
circulation, which partially offset the inflationary effects of expansionary monetary policy in
2020. With the gradual relief of epidemic prevention and control, the U.S. economy continued
to recover. The level of production and consumption consistently returned to pre-COVID
levels, and the velocity of money circulation also moderately recovered. The Federal Reserve
has not reduced the growth of the money supply to an appropriate level. Broad money M2 still
maintains a double-digit growth rate. Eventually, the quantitative easing policies, when
combined with multiple exogenous factors including the change in the velocity of money
circulation and the shortage in global supply caused by COVID-19, and the Ukraine conflict
adding pressure on prices of energy and food, led to astronomically high inflation rates in the
U.S., European countries and many other countries. To conclude, the argument of Friedman in
the 1960s could still give us some insights into understanding the current inflationary pressures.
Meanwhile, it is essential to point out that inflation can also be triggered by significant changes
in the level of the velocity of money circulation. The era of the Coronavirus pandemic is an
important example for economists, and remarkable changes in the velocity of the circulation of
money may also occur during periods of wars and political or financial instability. Continuous
monitoring and speculations on the velocity of money circulation, which can be interpreted by
the level of economic and social activities, is crucial for monetary policymakers to assess both
the short-term and long-term influence of potential monetary policies. Additionally, short of
supply in the global spectrum triggered by COVID-19 is another factor that promotes the
growth of inflation. Establishing a healthy and stable supply chain for core industries is of
significance for any country to remain financially stable during a crisis. The optimization of the
supply chain can be partly achieved in the long run by setting up multiple suppliers for key
components both globally and domestically, and maintaining mutually beneficial relationships
with major trade partners across the globe.

LITERATURE:

1. Angell, R. . (1957). Studies in the Quantity Theory of Money. Milton Friedman; Phillip
Cagan; John J. Klein; Eugene M. Lerner; Richard T. Selden. Journal of the American
Statistical Association, 52(280), 599-602.

2. CIiff, T.. (1992). Creative Improvisation. by Roger Dean. Milton Keynes & Philadelphia:
Open University Press, 1989. 136 pp. Popular Music.

3. Edelberg, W., 2021. What Does Current Inflation Tell Us about the Future?. [online]
Brookings. Available at: <https://www.brookings.edu/blog/up-front/2021/11/16/what-
does-current-inflation-tell-us-about-the-future/> [Accessed 27 July 2022].

4. Henderson, D., 2021. Inflation: True and False. [online] Hoover Institution. Available at:
<https://www.hoover.org/research/inflation-true-and-false> [Accessed 27 July 2022].

5. Lahdenper, H. . (2001). Payment and Financial Innovation, Reserve Demand and
Implementation of Monetary Policy. Research Discussion Papers.

6. Saunders, A. . (2000). Low Inflation: the Behavior of Financial Markets and Institutions.
Journal of Money, Credit and Banking, 32.

52



87t International Scientific Conference on Economic and Social Development - "Economics, Management, Finance and Banking" —
Svishtov, 28-30 September, 2022

INFLATION-TARGETING POLICY AS A FACTOR IN ECONOMIC
GROWTH SLOWDOWN IN DEVELOPING COUNTRIES: CASE OF
ARMENIA

Mariam Voskanyan
Slavonic state university,
Yerevan, O.Emina 123, 0051, Armenia
mariam.voskanyanm@rau.am

ABSTRACT

The key objective of this study is to assess the impact of inflation targeting policies on economic
growth rates in the long term in developing countries using the example of Armenia. Our
research proves that most of the regulatory mechanisms in an emerging economy that
determine the policy of inflation targeting have a negative impact on economic activity and
lead to a slowdown in economic growth in the long term. At the heart of the debate about the
best approaches to monetary policy is the question of whether this policy should be focused
only on ensuring macroeconomic stability through inflation targeting, or whether the problem
of ensuring sustainable economic growth should also be included in the scope of the central
bank's tasks. Our study will show that in an emerging economy, in the face of institutional
failure and market distortions, all macroeconomic policy, including the central bank policy,
should be aimed at ensuring sustainable economic growth. And this, in turn, determines the
fact that the problem of monetary regulation is most acute in developing economies. The paper
considers the key mechanisms of the impact of monetary policy on economic growth in Armenia
in order to assess the positive or negative aspects of the impact of inflation targeting on the
economy. Our study will prove that policies to maintain macroeconomic stability, which include
inflation targeting, have a negative impact on economic growth in an emerging economy. The
analysis carried out in the work will show significant distortions and inefficiency of monetary
regulation in Armenia, which affects both inflationary processes and the country's economic
growth rates.

Keywords: monetary policy, inflation targeting, monetary policy, economic growth, developing
countries

1. INTRODUCTION

It is known that in order to achieve sustainable economic growth, many countries are looking

for the most optimal ways to implement macroeconomic policies. Thus, among the most

popular approaches, one should single out the thesis based on the policy of maintaining

macroeconomic stability. However, the experience of recent decades has shown that such a

policy in relation to developing countries does not always lead to sustainable economic growth,

and even leads to negative consequences for the economy. The key goal of the study was an

attempt to identify and evaluate the main policy instruments for maintaining macroeconomic

stability in terms of ensuring sustainable economic growth rates. Key research objectives

include the following:

e a review of fundamental approaches to theories on the policy of maintaining
macroeconomic stability in the economy on the example of inflation targeting policy;

o identification of key instruments for inflation targeting in the context of the policy of
maintaining macroeconomic stability;

e analysis and evaluation of inflation targeting policy in practice and its impact on economic
growth rates, on the example of Armenia.
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The idea of a macroeconomic stability policy is based on the thesis that by maintaining stability
in the macroeconomic environment by maintaining key indicators at a certain level, economic
growth can be ensured in the long term. At the same time, maintaining a low level of inflation
is the basis for ensuring macroeconomic stability. The problem of maintaining macroeconomic
stability is discussed in the works of J.M. Keynes, A. Smith, D. Ricardo, J.B. Sey, V. Pareto,
D. S. Mill, K. Marx, A. Marshall, I. Fisher and many other figures of scientific economic
thought, including modernity. The totality of theories of macroeconomic stability define it as a
sustainable development of the economy in the absence of crises. At the same time, as
mentioned above, stability means the preservation or maintenance of key macroeconomic
indicators at the same level. Thus, the entire macroeconomic policy is reduced to maintaining
these indicators both in the short term and in the long term.

2. LITERATURE REVEW

The idea of applying a contractionary monetary policy in the context of growth is based on the
thesis about the negative impact of inflationary pressure on economic growth. According to
Friedman, monetary policy can and should ensure that the money itself does not have a negative
impact on the country's economy [Friedman M. (1968)]. In other words, the equilibrium price
level is the guarantor of macroeconomic stability, and this task should be the key one for the
monetary authorities. Hence, at the heart of the theory of maintaining macroeconomic stability
is the provision of a stable inflationary background by the monetary authorities. In the expert
community, the impact of monetary regulation on economic growth is rather contradictory in
terms of maintaining a stable and low price level. The opinions are opposite: from the thesis
that the containment of the price level in the long term causes economic growth to the thesis
that such a policy leads to a recession and negative consequences for economic growth. Among
the arguments in favor of the first thesis, it is noted that inflation in itself is not a factor of
macroeconomic destabilization, but it can be considered as such and pose a threat to economic
growth [Corden M. (1990)] in conditions of high prices or their volatility. A number of authors
[Levine R., Zervos S. (1993)] note that a stable price level determines economic growth, as a
creator of an appropriate stable macroeconomic environment. Other authors express the thesis
that with the help of monetary policy instruments aimed at reducing the price level in the
country, the monetary authorities have the opportunity to stimulate economic growth
[Annicchiarico B., Rossi L. (2012)]. Hove, S., Tchana, F.T., Mama, A.T. (2017) notes that if
monetary policy succeeds in ensuring equality between the inflation expectations of economic
agents and real inflation, then this policy is likely to have no effect on investment decisions,
which in turn ensures sustainable economic growth in the long term. At the same time, monetary
policy cannot influence the potential level of gross output. Therefore, depending on whether
the economy is operating above or below potential, a choice can be made between expansionary
and contractionary monetary policy. At the same time, recent economic studies [Coats, W.
(2000)] have shown that indicators of long-term economic growth correlate weakly with
changes in inflation indicators. More important is the impact of predictable and unpredictable
inflation on economic development. Empirical evidence according to Barro [Barro R. (1995)]
shows that high levels of inflation are associated with volatile and therefore less predictable
inflation. Friedman [Fridmen M., Shwarc A. (1963)] also notes that economic growth is
achievable both with rising and falling prices, provided that their expected growth is moderate
and predictable. On the other hand, there is an opinion [Bencivenga, Valerie R., and Bruce D.
Smith, 1991] that in the long run inflation has a negative effect, while in the medium and short
run inflation has a contradictory effect on economic growth. During periods of temporarily high
inflation, economic growth slows down. However, then, after the stabilization of the price level,
the rate of economic growth, in turn, returns to normal.
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Bruno and Easterly [Bruno M., Easterly W. (1998)], in their study on the impact of the
inflationary background on economic growth, note that in most cases, economic growth during
the inflationary crisis was higher than the world average for this period and lower compared to
the same figure before the crisis. At the same time, the costs of inflation - relative price
volatility, uncertainty, reduction in reliable information about prices, worsening credit
conditions - become significant only at relatively high levels of inflation. With lower inflation,
inflation growth may be affected by various supply and demand shocks and not show a clear
interdependence. In addition, Bruno and Easterly showed that there is an increase in the rate of
economic growth with a decrease in the level of inflation, if its level exceeds 40%; in other
cases, there is no definite correlation between the increase in economic growth rates and the
level of inflation. Other authors agree with this [Stiglitz, J.E. (2003)], noting that at the moment
it is difficult to draw definite conclusions about the positive or negative impact of relatively
low and stable inflation rates on economic growth. Sachs [Sachs, J. (1996)] notes that while
there is agreement that no economy can perform well with hyperinflation, there is no consensus
on the benefits of lower inflation. There is no evidence that lowering inflation more and more
brings benefits equal to the costs, and some economists even believe that pushing inflation too
low has negative consequences. James and Keating point out that an increase in the rate of
money growth in an economy with an inherently low rate of money creation leads to an increase
in long-run real growth. But a persistent increase in the rate of money growth in an economy
with an initially high rate of money growth has negative consequences for long-term real growth
[Bullard, James, and John Keating, 1995]. According to Fischer [Fischer S. (1993)], the
negative relationship between inflation and economic growth is expressed in a reduction in
investment and a decrease in productivity growth. De Gregorio [De Gregorio J. (1993)] adds to
these negative factors an increase in the cost of labor, which leads to a reduction in employment
and a reduction in GDP. By and large, the above arguments underlie the commitment of modern
central banks to contractionary monetary policy for at least the past 30 years. Evidence of the
popularity of the policy of maintaining a stable price level is the dynamics of the number of
countries implementing inflation targeting policies (see Chart 1) and the position of the IMF on
this issue. On the other hand, the thesis that price containment can have a negative impact on
economic growth in the long run is also presented with significant arguments.
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Chart 1: Inflation Targeting Countries
(Source: International Monetary Fund, Annual Report on Exchange Arrangements and
Exchange Restriction, 2022. — www.imf.org)

Despite the fact that inflation targeting has undeniable advantages for developed economies,

their implementation in emerging markets can lead to certain negative consequences in terms
of economic growth.
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So Cecchetti and Ehrman [Cecchetti S., Ehrmann M. (2002)], examining the consequences of
the implementation of the inflation targeting policy on economic growth in the country, came
to the conclusion that during periods of supply shocks, monetary policy could maintain within
long-term target levels either inflation, or economic growth rates. The results of research by a
number of scientists [Mishkin, F.S. (2004)] led to the general conclusion that the inflation
targeting policy helped reduce the volatility of economic growth rates, that is, smoothed out
fluctuations in the indicator. However, none of the studies revealed a noticeable influence of
monetary policy on the GDP growth rates themselves. Svensson L.E. (2010), on the contrary,
notes the positive impact of the introduction of inflation targeting on economic growth rates.
The analysis also showed that the impact of the inflation targeting policy on the pace and
volatility of economic growth is ambiguous. Depending on the research method, the selected
time period and the sample of countries studied, the conclusions regarding the role of monetary
policy in economic development may be opposite. However, it can be argued that maintaining
a stable price level to the detriment of other macroeconomic policy goals (for example, reducing
unemployment) in a developing economy invariably leads to a recession in the long run.
Reynard's (2007) study showed that the introduction of inflation targeting in emerging
economies, given the weak institutional framework for monetary policy, can lead to even larger
imbalances in aggregate output than can be seen in advanced economies. Van der Merwe, E.J.
(2004) in his work points out the methodological problems of setting core and actual inflation
as a target. Thus, summarizing, the approach to macroeconomic regulation within the
framework of maintaining price level stability raises quite a few questions from the point of
view of ensuring sustainable economic growth rates, especially when it comes to developing
countries.

3. INFLATION TARGETING IN ARMENIA

Like many emerging economies, Armenia is in dire need of an effective monetary policy. At
the initial stage, in the 1990s, in the conditions of a strong economic downturn, the monetary
authorities implemented monetary aggregate targeting policies, and only in 2006 did Armenia
switch to inflation targeting. Figure 1 reflects the key principles of the implementation of the
monetary policy of the Central Bank of the Republic of Armenia within the framework of the
inflation targeting regime. In particular, the first set of principles includes institutional factors
that meet the necessary conditions for implementing the inflation targeting policy.
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Figure 1: Inflation targeting in Armenia
The target of Armenia's monetary policy is to ensure a stable price level, as well as ensuring

financial stability. The nominal anchor of monetary regulation is set at the core inflation rate of
4%, taking into account the corridor of 1.5%.
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As for monetary policy instruments, in general, due to the not well-developed financial system,
the Central Bank of the Republic of Armenia has a rather limited range of monetary
mechanisms for influencing targets. In particular, the Central Bank of Armenia relies on the
reserve ratio, the refinancing rate, as well as on some other instruments. Currency regulation,
according to the IMF classification, is implemented within the framework of the “Regulated
floating” regime. Assessing the effectiveness of inflation targeting in terms of achieving the
nominal anchor of monetary policy, one can conclude that the implementation of the regime
has been rather inefficient since its introduction (see Chart 2). In half of the cases, the "monetary
authorities™ failed to achieve the established targets.
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Figure 2: Inflation and the Nominal Anchor of Inflation Targeting in Armenia
(Source: Database CB of Armenia — www.cba.am)

At the same time, when analyzing monetary policy from the point of view of the use of key
instruments, it is their procyclical nature that should be noted. So, if we talk about interest-
bearing instruments in general, and about the reserve ratio in particular, almost throughout the
entire period under review, the Central Bank of Armenia pursued a contractionary policy,
despite the three crises that we are witnessing at this time (see Chart 3).
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Figure 3: Reservation rate of the Central Bank of the Republic of Armenia
(Source: Database CB of Armenia — www.cba.am)
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In other words, the priority in achieving stable and low inflation rates forces the monetary
authorities to pursue a contractionary policy even in times of crisis, which threatens economic
growth and exacerbates the stagnation in which the economy is located. Our research [Sandoyan
E.M., Voskanyan M.A., Galstyan A.G. (2022)] prove that even in a crisis, the central bank does
not pursue a countercyclical policy, but focuses on maintaining the price level, weeks on
stimulating economic growth. On the other hand, the same priorities are forcing the monetary
authorities to pursue a fairly tough policy regarding currency regulation. Thus, over the past
fourteen years, the Central Bank of Armenia has been conducting rather strict regulation of the
exchange rate of the national currency in order to contain inflationary pressure in the economy
(see Chart 4). This policy resulted in three currency crises experienced by the Armenian
economy since 2009. The most stringent currency regulation is observed in the period in 2014-
2020, which undoubtedly had a negative impact on economic growth rates in this and
subsequent periods. At the same time, the analysis of the dynamics of the dram exchange rate
proves the pro-cyclical nature of the monetary policy, since in all periods of crises we observe
a tough, restraining policy on the part of the Central Bank of Armenia.
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Figure 4: Dynamics of the USD/AMD exchange rate in Armenia (monthly)
(Source: Database CB of Armenia — www.cba.am)

Our research [Sandoyan E., Voskanyan M., Galstyan A. (2018); Voskanyan M.A., Galstyan
A.H. (2021)] repeatedly proved the active intervention of the Central Bank of the Republic of
Armenia in the foreign exchange market of Armenia. The daily dynamics of the dram exchange
rate also proves the active intervention in the dynamics of the exchange rate in the period 2008-
2020.

58



87t International Scientific Conference on Economic and Social Development - "Economics, Management, Finance and Banking" —
Svishtov, 28-30 September, 2022

540

520

500

480

460

—2015 2016 ——2017 2018

440 —2019 ——2020 2021 2022

420

400
1101928 6 1524 2 112029 7 1625 3 122130 8 1726 4 132231 9 1827 5 1423 1 101928 6 1524 2 112029

I I Il v \Y Vi VIl VIl IX X Xl Xl

Figure 5: US dollar to AMD exchange rate, daily
(Source: Databases www.rate.am)

As can be seen in Figure 5, the average exchange rate volatility is within 5%, including periods
of political instability, as well as military actions, which should have led to instability in the
foreign exchange market. Thus, given the rather stable dynamics of the dram exchange rate, it
can be argued that the regulation by the “monetary authorities” was significant. Thus, monetary
policy, both in terms of inflation targeting and foreign exchange regulation, leads to negative
consequences for economic growth, especially in the long term.

4. IMPACT ON ECONOMIC GROWTH

As for the impact of monetary policy on economic growth rates in Armenia, it should be noted
that over the past 10-14 years, the economy has been experiencing a slowdown in economic
growth rates, which is associated with three crises during this period, as well as inefficient
macroeconomic policy in general (see chart). 6). In our opinion, monetary policy plays a key
role in this. An analysis of the policy of the "monetary authorities” over the past 15 years proves
that in an attempt to maintain macroeconomic stability, the Central Bank has constantly pursued
a contractionary policy, despite crises and stagnation in the economy. This policy was driven
by inflation targeting and its key conditions, when the priority is to achieve a stable price level
and all other goals are secondary. However, as we could see above, the targets were not
achieved in half of the cases. At the same time, attempts to contain the rise in prices led to a
containment of economic growth in the long term.
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Figure 6: GDP and economic growth rates in Armenia.
(Source: World Bank Database - — https://databank.worldbank.org/ )

Figure 7 illustrates the key channels of influence of the monetary and foreign exchange policy
of the Central Bank of the Republic of Armenia on aggregate demand.

Since 2006 - mflation Monetary policy
targeting of Armenia

Restraining the growth Inflation Exchange rate
of the money supply targeting policy

Economic Low inflation Contractionary Strengthening the
slowdown target monetary policy exchange rate

Figure 7: The role of monetary and foreign exchange policy in the economic growth of
Armenia

The terms of the inflation targeting regime imply the maintenance of a stable price level, which
provides for low inflation rates. As a result, the monetary authorities of Armenia, as shown
above, are pursuing a tight monetary policy, which ultimately leads to curbing the growth of
the money supply, and as a result, a reduction in aggregate demand. In terms of currency
regulation, again, the priority of achieving stable and low inflation rates forces the exchange
rate to be maintained at a certain level, which ultimately leads to a reduction in exports, as well
as in the volume of private money transfers in dram equivalent, which ultimately leads to a
reduction in both aggregate supply, as well as aggregate demand.
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5. CONCLUSION

Summarizing the above, we can single out the thesis about the need to revise approaches to
macroeconomic regulation in developing countries. Monetary policy within the framework of
inflation targeting is rather negative for countries with emerging or developing markets, which
has been proven by many studies, and in particular, by the example of Armenia over the past
sixteen years. The priority of inflation does not allow stimulating the economy either through
monetary regulation or through fiscal policy mechanisms. And if in a developed economy the
issue of stimulating economic growth is not relevant, then for emerging markets this goal should
be an absolute priority.
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ABSTRACT

The hypothesis for a balance between the markets of bee products of factors and means of
production in the Bulgarian beekeeping determines the need to study the relationships between
them through statistical analysis, which is the purpose of the study. The urgency of the issue of
statistical dependence between them is determined by the markets they generate in a number of
agricultural sectors, industries and services, which create opportunities for employment,
income, sustainable development and competitiveness. As the official agro statistics do not give
an accurate idea of the state and dynamics of the sectoral markets (production, factor and
means of production), on the basis of conducted surveys and additional ones for their size and
dynamics for the period 2010-2020, a base has been formed to analyze the statistical
relationship between them. Correlation analysis shows a very high correlation between the
markets for means of production and factor markets. A high correlation has been established
between the factor markets with the markets for bee products and the markets for means of
production with the markets for bee products. The study found that the correlation coefficients
were statistically significant, i.e. there are significant correlations between the studied features,
which is the basis for the construction of linear one-factor regression models, as the individual
regression dependencies can be combined into a common theoretical model presented by
equation. This model is used to calculate the theoretical dimensions of the studied markets. This
allows precise and long-term planning of the development of Bulgarian beekeeping, its target
markets, the necessary innovations, investments and development prospects.

Keywords: product markets, factor markets, means of production markets, statistical analysis

1. INTRODUCTION

The national markets for bee products have a significant impact on the state and potential for
development of Bulgarian beekeeping. They determine the quantity, quality and type of bee
products produced, as well as the markets of factors (land, labor, capital) and means of
production - hives, frames and wax bases, preparations and feed, means of processing and
others. The revenues, expenses and expected incomes of the Bulgarian beekeeping depend on
these markets. Based on them, quantity, quality, technologies, revenues, costs, incomes,
investments and etc., are planned, which is why they are one of the engines for the development
of the national beekeeping. This makes the study of the statistical relationship between them
extremely important and relevant. The urgency of the problem of studying the statistical
relationship between these beekeeping markets is due to their important role in ensuring healthy
and climate-neutral bee products, food security from pollination, as well as the markets they
generate in a number of agricultural sectors (fruits, vegetables), industries (pharmacy, food)
and services (tourism, api-therapy) that create employment, income and sustainable
development. Markets can have both positive and negative impact on the development of
Bulgarian beekeeping, according to the opportunities for access to them, the provided income
and other non-financial motivating factors, which makes the study of the statistical relationship
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between them extremely important. The question of the statistical dependence between the
markets of products, factors and means of production in the Bulgarian beekeeping is
supplemented by the existence of global threats and opportunities, the adaptation to which
requires such a study. Providing competitive bee products for access to international and
regional markets requires forecasting the development of factor markets and means of
production. The survival, prosperity and achievement of supranational competitiveness of the
Bulgarian beekeeping depends on the markets of bee products, factors and means of production.
Beekeeping is part of the promising green circular bio-economy, the development of which also
depends on these markets and the relationships between them. Current research on the markets
of Bulgarian beekeeping determines sizes, but not relationships between them. The
organizational (B2B) markets for honey are estimated at over 54 BGN million/year, and the
consumer (B2C) markets at over 44 BGN million/year. B2B the markets for wax, pollen,
propolis and royal jelly are estimated at over 6 BGN million per year, and the means of
production from the sector (queen bees and pollination) at over BGN 3.4 million/year, i.e. 10
BGN million/year or about 10% of those of honey (Lyubenov, 2020). The markets of factors
(land, labor and capital) in the Bulgarian beekeeping are estimated at 99 BGN million/year
(Lyubenov. Lyubenova. Hristakov, 2021), and on means of production (preparations, fodder,
frames, beehives, inventory and machines) for over 50 BGN million/year (Lyubenov. Atanasov.
Hristakov, 2021). Bulgaria is in the top 12-15 of honey exporters in the world, producing about
15 thousand tons of honey per year, although official statistics report more than 5 thousand tons
less (Lyubenov, 2019). This shows the presence of a gray sector in Bulgarian beekeeping, which
amounts to over 5 thousand tons of honey, which makes up 1/3 of the total amount, and wax,
pollen, propolis and royal jelly occupy about 10% of it. The gray sector of honey based on B2B
markets amounts to 33 BGN million/year, and of bee products outside its category 10% of it,
i.e. 3.3 BGN million/year. It is necessary to take into account the gray sector of the B2C
markets, where prices are twice as high as those of the B2B markets, as well as in the biological
segment, where prices are even higher. Research on the markets of Bulgarian beekeeping in the
last decade concerns not only the determination of their size (Lyubenov, 2019; Lyubenov, 2020;
Lyubenov. Lyubenova. Hristakov, 2021; Lyubenov. Lyubenova. Hristakov, 2021; Lyubenov.
Atanasov. Hristakov, 2021), but also raising a hypothesis for balance and comparability
between the markets of bee products and the markets of factors and means of production, as the
economic effect of pollination has been identified as an important indicator regarding
forecasting their potential (Lyubenov, 2017). The verification of this hypothesis forms the
purpose of the present study - analysis of the statistical dependence between the markets of
products, factors and means of production in the Bulgarian beekeeping.

2. MATERIAL AND METHODS

The research dedicated to the analysed problem is insignificant, and its importance for
accelerated and sustainable development of the national and regional beekeeping is great,
therefore its coverage will improve the development of the sector. The need for the study stems
from its great relevance. Statistical information was used, as well as that from other sources and
own calculations. The information from the different sources is compared and subjected to
critical analysis regarding the dynamics of the studied markets for the period 2010 - 2020, to
form a solid basis for analysis of the statistical dependence between them. The research is based
on the complex combination of methods of analysis, synthesis, grouping, concretization and
mainly of mathematical and statistical methods.

3. RESULTS AND DISCUSSION

The dynamics of the Bulgarian markets of bee products, markets of factors and means of
production in the period 2010-2020 has been studied. A mathematical analysis of the statistical
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dependence between these markets has been performed. The hypothesis for statistical
interrelation between the analysed markets of the Bulgarian beekeeping (markets of bee
products, markets of factors and markets of means of production) is confirmed.

3.1. Sector Market Research

The study of the dynamics of the markets of the Bulgarian beekeeping for the period 2010-2020
covers the production markets of bee products (honey and products outside its category), the
markets of factors and the markets of means of production. The official agro statistics do not
give an accurate idea of the state and dynamics of the production markets in beekeeping - Table
1 (Agrarian Reports, 2011-2019). It reports lower quantities and prices, which change slightly
for the analysed period, which contradicts the volatility characteristic of agricultural production
and agricultural markets. The number of farms has more than doubled in 10 years, the hives
have increased almost as much, the average yield has not changed significantly, and the yields
remain relatively constant, which contradicts the production and economic logic. The statistics
do not take into account the organic sector, which exceeds 33% in 2018, as well as retail markets
(B2C), where prices are traditionally about twice as high as wholesale markets (B2B).

Years 2010 | 2011 [2012 [ 2013 2014 [ 2015 | 2016 | 2017 | 2018 [ 2019 | 2020
Beehives, thousand | 613 |548 |529 |542 |588 |748 |754 |766 |783 |867 |999
Farms, thousand 275 (219 19,3 |17,2 |16,1 |17,9 |18 13,4 |112,3 |113,8 |12,2
Yield, kg/hive 19 |20 |196 |21.1 |181 [19.2 |20 |19.9 |168 |164 |175
g‘;gey’tho“sa”d 106 (96 (92 [101 (93 |11.4 |102 (11,8 104 |115 |10

Prices B2B,
BGN/kg

48 |52 |49 |52 |49 |54 |5 5 49 |42 |5
Table 1: Bulgarian beekeeping in the period 2010-2020

The shortcomings of official agro statistics require the definition of production markets in the
beekeeping sector based on the dynamics of the number of hives and average yield, taking into
account the organic sector and retail. In addition, the presence of a significant gray sector, which
occupies about 1/3 of these markets (Lyubenov, 2019), as well as the dynamics of market prices
of organic and conventional honey for the period 2010-2020 should be taken into account
(Lyubenov. Atanasov. Hristakov, 2021). Due to the lack of data on the online markets for
organic bee products in Bulgaria, which are developing after 2015 and only as B2C, they will
be considered as B2C. As in organic beekeeping it is not allowed to feed bees with honey, and
in conventional sugar it is a cheaper alternative, stocks on farms are considered to be
commodity. Based on the projected values for the number of hives and the average yield of
hives for 2020 (Table 1) with 75% share of conventional beekeeping and 1/3 of B2C markets
given the commodity nature of stocks, the markets of conventional and organic honey are
determined conventional and organic bee products outside its category, as 10% of those of
honey at market prices. The gray sector of conventional and organic honey and conventional
and organic bee products outside its category are defined on the basis of a relative share of 33%.
The national B2B markets for bee products are 61.3 BGN million/year, and the B2C markets
are 53.1 BGN million/year, i.e. a total of 114.4 BGN million/year. The gray sector of the
national B2B markets for bee products is 20.2 BGN million/year, and of B2C is 17.5 BGN
million/year, or a total of 37.7 BGN million/year, which makes a total of 152.1 BGN
million/year - Table 2. For other years see Appendix 1. Product markets.
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ﬁonve”t'ona' 87 4500 | 394 |130 |44 7600 |332 11,0
oney
Conventional
products outside | - - 3,9 1,3 - - 3,3 11
of honey
Organic honey 2,9 5600 16,3 5,4 15 10300 | 15,0 5,0
Biological
products outside | i i i
the honey 1,6 0,5 1,5 0,5
category
> 61,3 202 | X 53,1 17,5

Table 2: National markets for bee products for 2020

To determine the size of the production markets of bee products in the national beekeeping by
years for the period 2010-2020, was used Table 2, which sets the values for 2020 (Lyubenov,
2021). According to the structure of the national beekeeping by biological and conventional
sector (Agrarian Report, 2011, 2012, 2013, 2014, 2015, 2016, 2017, 2018, and 2019), the prices
of conventional and organic honey (Lyubenov. Atanasov. Hristakov, 2021), as well as and the
share of the B2B and B2C markets are determined by the sizes of the national markets for bee
products for the remaining years of the analysed period - Table 3.

Years 2010 2011 2012 |2013 | 2014 | 2015 | 2016 | 2017 | 2018 |2019 |2020
Production,

thousand tons 11,65|10,96 (10,37 | 11,44 10,64 | 14,36 | 15,08 | 15,24 | 13,15 | 14,22 | 17,50
Prices - B2B,

BGN/ton:

conventional honey |53 |53 |53 |53 |53 |48 |48 |48 |47 |47 |45
biological honey 78 |78 17,8 7.8 78 |72 |72 |72 6,8 |68 |56
Prices - B2C,
BGN/ton:

conventional honey |86 |86 |86 |86 [86 |86 (86 |86 |76 |76 |76
biological honey 11,7 |11,7 11,7 (11,7 (11,7 (11,7 11,7 |11,7 |10,3 |10,3 |10,3
Organic beehives,

Thousand 46 59 85 117 107 |178 [236 |250 |264 |239 |250
Beekeeping:
organic,% 7,50 ]10,77(16,07|21,59|18,20|23,8031,30|32,64 |33,72|27,57 | 25,00

conventionally,% 92,50 (89,23 83,93 |78,41 81,80 | 76,20 | 68,70 | 67,36 | 66,28 | 72,43 | 75,00

Markets,
million BGN 112,5(107,3|103,7|116,8|107,3|140,6 | 152, |154,4 (124 |131 |(152,1

Table 3: Markets of bee products in the Bulgarian beekeeping for the period 2010-2020

To determine the size of land markets in Bulgarian beekeeping is used Table 4, in which their
values for 2020 are determined (Lyubenov. Lyubenova. Hristakov, 2021). For other years see
Appendix 2.1 Land markets. It is accepted that the smallest farms do not need additional land
to function, and the largest ones use cheaper land because they are outside urban areas.
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The study of the dynamics of land markets in Bulgarian beekeeping for the analysed period
(2010 - 2020) on the basis of Table 4 covers 2010, 2012, 2014, 2016 and 2018 - Table 5.

Farms, no. Farms, Farm. decare Price, Market, BGN | Turnover,
beehives no. ' BGN/decare million million BGN/year
from1to9 2440 - - - -

from 10 to 49 5678 0,25 3000 4,26 0,11

from50t0 149 |4 093 1,00 2000 8,19 0,20

over 150 1560 15 952 2,23 0,06

> 13771 14,67 0,37

Table 4: Land markets in Bulgarian beekeeping for 2020

According to the structure of the holdings in the national beekeeping (Agrarian Report, 2011,
2013, 2015, 2017, 2019) and the average market price of the agricultural land by years
(https://nsi.bg, 24.08.2021) the sizes of the land markets in sector for 2010, 2012, 2014, 2016
and 2018 - Table 5. This table also presents the dynamics of the average price of agricultural
land, given its impact on the dynamics of land markets for the analysed period (2010-2020).

Years 2010 2012 2014 2016 2018 2020

Average price of agricultural land, 279 547 684 761 941 952
BGN/decare
Land markets, BGN million/year 0,11 0,17 0,20 0,28 0,30 0,37

Table 5: Land markets in the Bulgarian beekeeping for the period 2010-2020.

The sizes of the labor markets in the Bulgarian beekeeping for 2020 are determined by Table 6
(Lyubenov. Lyubenova. Hristakov, 2021). For other years see Appendix 2.2 Labor markets.
The study of the dynamics of labor markets in Bulgarian beekeeping for the analysed period
(2010 - 2020) also covers 2010, 2012, 2014, 2016 and 2018 - Table 7.

Farms. no. beehives | Farms. no Labor  productivity, | Income, Income, million
T T BGN/hour BGN/month BGN/year

from1to9 2440 0,37 61 1,79

from 10 to 49 5678 1,83 305 20,78

from 50 to 149 4093 3,66 610 29,96

over 150 1560 7,32 1220 22,83

> 13771 75,35

Table 6: Labor markets in Bulgarian beekeeping for 2020

According to the structure of the farms in the national beekeeping (Agrarian Report, 2011,
2013, 2015, 2017, 2019), the minimum wage and its doubled minimum hourly wage by years
(https://kik-info.com, 24.08.2021) are determined the size of the labor markets in the sector and
for 2010, 2012, 2014, 2016 and 2018 - Table 7. This table also presents the dynamics of the
minimum wage, respectively the minimum hourly wage, given their impact on the dynamics of
the labor markets for the analysed period 2010-2020.

Years 2010 2012 2014 2016 2018 2020
Minimum salary, BGN/month 240 290 340 420 510 610
Minimum payment, BGN/hour 1,42 1,73 2,03 2,5 3,07 3,66
Labor markets, BGN million/year 31,78 30,06 33,12 49,07 57,39 75,35

Table 7: Labor markets in the national beekeeping for the period 2010-2020
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To determine the size of the financial markets in the Bulgarian beekeeping for the analysed
period (2010-2020), a study (Lyubenov. Lyubenova. Hristakov, 2021) was used, which
determined the trends and their average annual values for two reference periods of the Common
Agricultural policy EU (2007-2013 and 2014-2020), with funding for the sector weaker in the
first period. The study of the dynamics of the financial markets in the Bulgarian beekeeping for
the analysed period (2010 - 2020) covers 2010, 2012, 2014, 2016, 2018 and 2020 - Table 8.

Years 2010 |2012 |2014 |2016 |2018 |2020
National Beekeeping Program, BGN million |2,48 6,53 4,43 4,43 4,76 6,38
de minimis, BGN million - - 1,37 4,2 3,5 5
Rural Development Program, BGN million 41 7,3 10,7 10,7 10,7 10,7
Commercial banks, etc., BGN million 15 2 2,2 2,2 2,5 2,5
Own sources, BGN million 0,7 0,6 0,6 0,5 0,5 0,5
COVID 1 and others, BGN million - - - - - 2,5
Financial markets, BGN million 8,78 16,43 (19,3 22,03 (21,96 |27,58

Table 8: Financial markets in the Bulgarian beekeeping for the period 2010-2020

To determine the size of the markets for means of production outside the beekeeping sector for
the analysed period (2010-2020), a study (Lyubenov. Atanasov. Hristakov, 2021) was used,
which determined their values for 2020. According to the structure of farms in the national
beekeeping (Agrarian Report, 2011, 2013, 2015, 2017, 2019), the prices of veterinary medicinal
products, fodder, inventory and mechanization are determined by their amounts for 2010, 2012,
2014, 2016 and 2018 - Table 9. For more see Appendixes 3.1-3.5 Markets of means of
production.

Years 2010 2012 2014 2016 2018 2020
Veterinary preparations, BGN million |4,09 3,8 4,57 7,11 8,04 10,23
Fodder, BGN million 6,66 6,29 7,59 11,7 13,2 16,88
Beehives, BGN million 5,21 4,76 5,2 7,16 7,44 10,00
Frames, wax bases, BGN million 3,76 3,79 4,29 6,28 7,18 9,08
Mechanization funds, BGN million 3,89 3,08 3,033 |3,71 3,66 3,996
from 1 to 9 beehives 0,63 0,41 0,33 0,21 0,14 0,14
from 10 to 49 beehives 1,63 1,12 0,91 0,86 0,66 0,82
from 50 to 149 beehives 1,32 1,2 1,153 (1,75 15 1,75
over 150 beehives 0,31 0,35 0,64 0,89 1,36 1,29
Total markets, BGN million 23,61 21,72 |2468 |3596 39,52 |50,18

Table 9: Markets of means of production outside beekeeping for 2010-2020

3.2. Statistical analysis of the Bulgarian beekeeping markets

Table 10 presents data on the annual sizes of the national markets for bee products, their factor
markets and markets for means of production. The study is for statistical dependence between
the sizes of the above markets in the Republic of Bulgaria. If any, it will be represented by a
mathematical model. The study should keep in mind that Bulgarian markets are not
homogeneous and are influenced by both domestic factors and international markets. Table 10
lacks data on factor markets and means of production markets for some of the years studied.
Taking this into account, we will divide the study into the following parts: 1) calculation of the
expected value of the missing data; 2) correlation analysis of the studied data; 3) testing a
hypothesis for significance of correlation coefficients; 4) mathematical modelling of the
dependence between the studied markets.
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Year Bee products markets, | Factor markets, Markets of means of production,
BGN BGN BGN
2010 |112 490000 40 670 000 23610 000
2011 |107 271 062
2012 103 650 000 46 660 000 21720 000
2013 |116 819 357
2014 107 290 000 52 620 000 24 683 000
2015 |140619 328
2016 |152 010000 71380 000 35 960 000
2017 | 154 444 378
2018 |123 970000 79 650 000 39 520 000
2019 |131 054 547
2020 ]152 110000 103 300 000 50 186 000
Table 10: Value of the markets of bee products for the period 2010-2020
150,000,000
130,000,000
110,000,000
90,000,000
70,000,000
50,000,000
30,000,000
10,000,000

2009 2011 2013 2015 2017 2019 2021
Bee products markets (BGN)
Factor markets in beekeeping (BGN)
Markets of means of production in beekeeping (BGN)

Figure 1: Dynamics of the sizes of the studied markets

To facilitate our future work, we will mark with m the studied markets as follows:

my =
mz =
ms =

Bee products markets
Factor markets in beekeeping
Markets of means of production in beekeeping

3.3. Estimation of the expected value of the missing data
Different interpolation approaches can be used to calculate the missing data, the most suitable

being

cubic spline interpolation (Sky McKinley and Megan Levine, 1998). Real-world

numerical data is usually difficult to analyse. Any function that would effectively connect the
data would be difficult to obtain and very heavy. For this purpose, the idea of cubic slaps was
developed. In this process, a series of unique cubic polynomials are aligned between each
numerical point, and the resulting curve is continuous and appears smooth. These cubic splines
can be used to determine the rate of change and the cumulative change over an interval. The
fundamental idea behind cubic spline interpolation is based on the engineer’s tool used to draw
smooth curves through number of points.
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This spline consists of weights attached to a flat surface at the points to be connected. A flexible
strip is then bent across each of these weights, resulting in a pleasingly smooth curve. The
mathematical spline is similar in principle. The points, in this case, are numerical data. The
weights are the coefficients on the cubic polynomials used to interpolate the data. These
coefficients ’bend’ the line so that it passes through each of the data points without any erratic
behaviour or breaks in continuity (Sky McKinley and Megan Levine, 1998). Cubic spline
interpolation is used to avoid the problem of Runge's phenomenon. This method yields an
interpolating polynomial that is smoother and has less error than other interpolating
polynomials such as the Lagrange polynomial and the Newton polynomial (Bartels. Beatty and
Barsky, 1998; Burden. Faires and Reynolds, 1997; Press. Flannery. Teukolsky and Vetterling,
1992).

If we have asetof k + 1 numerical points (x;, y; ) where no two are identical x; and a = xy <
x; < --- < xx = b, then the spline S(x) is a function satisfying:

S(x) € C?[a,b];

On each subinterval [x;_,, x;], S(x) is third degree polynomial,
wherei =1,...,k

S(x;) =y;, foreveryi =0,1, ..., k.
Let us assume that:
( Ci(x), xog<x<x
S(x) =1 C;(x), xl-._"1 <x < x;
Cr (%), xk_1 <x < xi
where each C; =a; + b;x + ¢;x?> +d;x3 (d; # 0) is a cubic function, i=1,...,k.

The essential idea is to fit a piecewise function S(x). To determine this cubic spline S(x), we
need to determine a;, b;, c; for each i by:

Ci(xi_l) =Yi-1 and Ci(xi) =Y i=1, ,k
Ci’(xi) = Ci’+1(Xi), i = 1, ,k — 1.
Ci"(xl-) = Cl-’_l‘_l(xl‘), i=1, ,k —1.

We can see that there are k + k + (k — 1) + (k — 1) = 4k — 2 conditions, but we need to
determine 4k coefficients, so usually we add two boundary conditions to solve this problem.
There are three types of common boundary conditions: First derivatives at the endpoints are
known:

Ci(xo) = fo and Ci(xx) = fi.
This is called clamped boundary conditions.

Second derivatives at the endpoints are known:
Ci'(x0) = fo', and G/ (xi) = fi!
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The special case C;'(xy) = C;'(xx) = 0 is called natural or simple boundary conditions.

Third when the exact function f (x) is a periodic function with period x; - x,, S(x) isa periodic
function with period x;, - x, t00. Thus

C1(xo) = C(xy), Ci(x0) = Cp(xx), and Ci'(x¢) = Cy' (xx)

The spline functions S(x) satisfying this type of boundary condition are called periodic splines.
The cubic spline interpolation is a powerful data analysis tool. Splines correlate data efficiently
and effectively, no matter how random the data may seem. Once the algorithm for spline
generation is produced, interpolating data with a spline becomes an easy task.
The missing data are for 2011, 2013, 2015, 2017 and 2019 for the factor markets and the
markets for means of production. After applying the method of interpolation by cubic splines,
we manage to fill in the missing data. The obtained results together with the initial data are
presented in Table 11. A Matlab software utility was used to calculate the results.

Year Bee products markets | Factor markets, Marketsf of means of
BGN BGN production, BGN
2010 112 490 000 40 670 000 23 610 000
2011 107 271 062 45 277 458 22728 113
2012 103 650 000 46 660 000 21720000
2013 116 819 357 48 035 042 21925138
2014 107 290 000 52 620 000 24 683 000
2015 140 619 328 62 018 625 30 426 213
2016 152 010 000 71380 000 35960 000
2017 154 444 378 76 179 208 38373638
2018 123 970 000 79 650 000 39 520 000
2019 131 054 547 86 965 792 42 442 863
2020 152 110 000 103 300 000 50 186 000

Table 11: Interpolation of the markets of factors and means of production (2010-2020)

3.4. Correlation analysis of the studied data

The next step in the study is correlation analysis of the data and compilation of a correlation
matrix. In our research we assume that the sizes of the studied markets are normally distributed.
Correlation analysis is applied to measure the degree of dependence between the studied
markets. This problem is solved by finding the so-called correlation coefficients. Since in our
case the correlation analysis is performed independently, we will use the Pearson-Bravais
correlation coefficient (Bravais, 1890; Pearson, 1895), which is calculated by the formula:

=X =0 -1

T =
\/zgl(xi — DY, - )2

where:

X;,Y; — are the individual sampling points, with an index i
X — Average value of X

Y — Average value of Y

n — Sample size
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The absolute values of Pearson-Bravais correlation coefficient are on or between —1 and +1:
r € [—1,+1]. The Pearson-Bravais correlation coefficient is symmetric: r(X,Y) = r (¥, X).
An absolute value of exactly 1 implies that a linear equation describes the relationship between
X and Y perfectly, with all data points lying on a line.

The correlation sign is determined by the regression slope: a value of +1 implies that all data
points lie on a line for which Y increases as X increases, and vice versa for —1. A value of 0
implies that there is no linear dependency between the variables. The interpretation of a
correlation coefficient always depends on the context and purposes. A correlation of 0.7 may
be low if one is verifying a physical law, but may be regarded as very high in the social or
economic sciences, where there may be a greater contribution from complicating factors.

Bee products Markets of means of
Factor markets .
markets production
Bee products markets 1.0000 0.7600 0.7853
Factor markets 1.0000 0.9893
Markets of means of production 1.0000

Table 12: Correlation matrix

Table 12 presents the correlation coefficients between the studied markets. It could be
concluded that there is a very high correlation of 0.9893 between the markets of means of
production and factor markets. The correlations separately between the factor markets and the
markets for means of production with the markets for bee products are also high, respectively
0.7600 and 0.7853.

3.5. Hypothesis testing of the correlation coefficients significance

An important part of the correlation analysis is the verification of the statistical significance of
the correlation coefficient. The correlation coefficient is calculated from random sampling data
and can be considered as a point estimate of an unknown parameter (coefficient p) in the general
population. The Student's t-criterion is used as a criterion for hypothesis testing. For this
purpose, we present two mutually exclusive hypotheses, respectively null hypothesis H, and
alternative hypothesis H; (OBILOR and AMADI, 2018).

The null hypothesis states that:

e Hy:p=20, ie. there is no dependence between the studied features and therefore the
correlation coefficient r is statistically insignificant.

e The alternative hypothesis is:

e H,:p=#0, ie. there is a dependence between the studied features and the correlation
coefficient r is statistically significant.

The risk of error used is a = 0.05. We apply Student's t test (t-test), where the empirical
characteristic is calculated by the formula:

n—2

eme =T T

Here the critical area is determined by the way the alternative hypothesis is set (in this case it
is bilateral).
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The corresponding value of the theoretical characteristic t; is determined from (Pearson and
Hartley, 1966). Finally, the values of the empirical and theoretical characteristics are compared,
as a result of which a decision is made to accept or reject the null hypothesis.

If temp > tr —the null hypothesis is rejected and the alternative is accepted, i.e. the correlation

coefficient is statistically significant. From a practical point of view, this means that there is a
strong significant correlation between the studied traits.

If temp < tr —the null hypothesis is accepted and the alternative is rejected, i.e. the correlation
coefficient is not statistically significant. This means that there is no strong significant
correlation between the studied traits. Table 13 presents the matrix values of the empirical
characteristic of the Student's t-test (t,,,,) in the studied markets.

Student’s t-test is a statistical method of hypotheses testing and most commonly is applied when
the test statistic follows normal distribution. The Student's t-test can be used, for example, to
determine if the means of two sets of data are significantly different from each other.

Markets of means of

temp Bee products markets | Factor markets oroduction
Bee products markets 3.8780 4.2073
Factor markets 22.4702
Markets of means of production

Table 13: Empirical characteristics of the Student's criterion in the studied markets

Given a risk of error « = 0.005 for a bilateral critical region and degree of freedom
k =n — 2 =9, we obtain the theoretical characteristic t; = 2.262, which is the same for all
studies because they have the same size of the empirical samples n = 11.

From the study it can be concluded that the null hypothesis H, is rejected in all cases studied,
because in each of them there is a higher value of the empirical characteristic of the Student's
t-test than the theoretical characteristic t,,,, > tr. This could also be seen in Table 14.
Therefore, the alternative hypothesis H; is accepted and the correlation coefficient is
statistically significant. From a practical point of view, this means that there is a strong
significant correlation between the studied traits.

Bee products Markets of means
Factor markets X
markets of production
Bee products markets H1 H1
Factor markets H1
Markets of means of production

Table 14: Confirmed hypotheses by studied markets
3.6. Mathematical modeling of the dependence between the studied markets
The presence of a statistically significant correlation dependence is a reason to build a linear
one-factor regression model. The linear one-factor model is represented by formula (1):
Yl' =Y + :Bxl"

where y and £ are regression coefficients.
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By (2) the theoretical linear regression models for m1, m2 and m3 are presented.

Yi=a;+pimy + &
Y2 = Qg + fom; + &
Y3 = az + f3mg + &3

after the transformations:

my+my+mz =y +yy+v3+Bimg+ fomy + fsmg + & + & + &3

YitV2tV3=Y
€1+€2+€3:8

here ¢ is the sum of the differences between the theoretical models and their corresponding
empirical data. Then we get the equation:

m :m2(1+ﬂ1) m3(1+8;) Y £
L™ (1-Bs) (1-Bs) = (1-Bs) = (1-Bs)’

with the most appropriate coefficients for compliance with the empirical data.
y = 604 200.00, f1 = 297.90, B2 = 536.10, B3z = —300.70

In equation (3) the differences between the theoretical and empirical data acquire the form
e/(1 — B3). This difference is mainly due to the high volatility of the agricultural production
markets for bee products, as well as speculative and others transactions in the markets of factors
and means of production, given the strong interdependence between them. We make the
assumption that € can be represented as a sum of the products of random variables with the
sizes of the separate studied markets. If the random variables have a normal distribution with
their own expectations y; and volatility o;, then:

3

e 2 my kN, 00) + g x Nt 03) + 1y % NGtz 03) = my x NG, 07)
i=1

Therefore, equation (3) is transformed into:

_ ma(1+B1) , mz(1+f;) 14 1
M =Ty T B By T B

2?:1 m; * N(:ui' O-i)

Or

3
1
my :m* (mz(l + ) + my(1+ ;) +Y+;mi *N(Hiﬁi)>'
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which could be output to:

3
1
= 1— 83— N(uy,01) <m2(1+ﬁ1) +m3(1+ﬁ2)+y+;mi *N(Mi’ai)>

The volatility of the factor markets and the markets for means of production is relatively lower
than the volatility of the markets for bee products. Assuming that the volatility of the factor
markets and the markets for means of production tends to 0, we can assume that,
m, * N(u,,0,) = 0 and ms = N(us3,05) — 0 and eliminate them from the model. In this case,
equation (5) is transformed into equation (6).

— (my(1+B1)+m3(1+B2)+y)
1-B3—N(u1,01)

1

Mathematical models can be used both to present the development of bee colonies (Atanas
Atanasov, Slavi Georgiev, Lubin Vulkov, 2021) and to describe financial, economic and other
dependencies in the field of beekeeping. Both equation (5) and equation (6) are suitable for
describing the relationship between the markets studied. When choosing to use any of them,
the needs of the research, the quality of the available data and the characteristics of the economy
in the region and during the analysed time period must be taken into account. Applying equation
(6) and according to the current empirical data we getthat u = 6.67% and 0 = 19.79%. It
should be noted that with more available empirical data, a better theoretical model can be
obtained and the difference can be optimized. For further research, we leave open the question
of the nature of this difference. Is it changeable or does it change over time?

4. CONCLUSION

As a result of the conducted statistical analysis of the markets of the Bulgarian beekeeping for

the period 2010-2020, the following conclusions can be made:

e The hypothesis for a balance between the product markets of bee products and the markets
of factors and means of production in the Bulgarian beekeeping (Lyubenov, 2017)
determines the need to study the relationships between them through statistical analysis.

e The survival, prosperity and achievement of supranational competitiveness of the Bulgarian
beekeeping depends on the markets of bee products, factors and means of production. The
relevance of the study of statistical dependence between them is determined by the markets
that generate in a number of agricultural sectors (fruits, vegetables), industries (pharmacy,
food) and services (tourism, api-therapy), which create employment, income and
Sustainable Development.

e The official agrostatistics does not give an accurate idea of the state and dynamics of the
sectoral markets - production, factor and means of production. On the basis of conducted
research and additional research on the size of sectoral markets and their dynamics for the
period 2010 - 2020, a basis for analysis of the statistical relationship between them has been
formed.

e A method for interpolation through cubic splines is applied to calculate the missing data for
the factor markets and the markets of means of production in 2011, 2013, 2015, 2017 and
2019.

e Correlation analysis shows a very high correlation between the markets for means of
production and factor markets. There is also a high correlation between the factor markets
with the markets for bee products and the markets for means of production with the markets
for bee products.
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The study found that the above correlation coefficients are statistically significant, i.e. there
are significant correlations between the studied traits. This is the basis for the construction
of linear one-factor regression models.

The individual regression dependences can be combined into a general theoretical model
represented by equation (3). This model is used to calculate the theoretical dimensions of
the studied markets.

The difference between the theoretical and empirical values of the markets is mainly due to
the high volatility of the agricultural production markets for bee products, as well as the
markets of factors and means of production. It can be represented as a random variable with
distribution, expectation and volatility, assuming that it can be described by a random
variable with normal distribution.

The confirmation of the raised hypothesis allows more precise and perspective planning of
the development of the Bulgarian beekeeping, its target markets, the necessary innovations,
investments and development prospects.
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APPENDIX
Appendix 1: Product markets
B2B B2C
Grey
Markets, | sector, Markets, | Grey sector,
Quantities, Prices, Million million Quantities, Prices, Million million
thousand tons | BGN/ton | BGN BGN thousand tons | BGN/ton | BGN BGN
Conventional honey 7,2 5300 38,1 12,56 3,6 8600 30,88 10,2
Other products 3,8 1,26 3,09 1,0
Organic honey 0,6 7800 4,5 1,50 0,3 11700 341 11
Other biological 0,5 0,15 0,34 0,1
46,9 15,5 37,72 12,45
112,49
Table 2.1.: National markets for bee products for 2010
B2B B2C
Grey
Markets, | sector, Markets, | Grey sector,
Quantities, Prices, Million million Quantities, Prices, Million million
thousand tons | BGN/ton | BGN BGN thousand tons | BGN/ton | BGN BGN
Conventional honey 5,8 5300 30,7 10,1 2,9 8600 24,9 8,2
Other products 3,1 1,0 2,5 0,8
Organic honey 1,1 7800 8,7 2,9 0,6 11700 6,5 2,1
Other biological 0,9 0,3 0,6 0,2
43,3 14,3 34,59 11,41
103,65
Table 2.2.: National markets for bee products for 2012
B2B B2C
Grey
Markets, | sector, Markets, | Grey sector,
Quantities, Prices, Million million Quantities, Prices, Million million
thousand tons | BGN/ton | BGN BGN thousand tons | BGN/ton | BGN BGN
Conventional honey 5,8 5300 30,8 10,2 2,9 8600 25,0 8,2
Other products 3,1 1,0 2,5 0,8
Organic honey 1,3 7800 10,1 3,3 0,6 11700 7,6 2,5
Other biological 1,0 0,3 0,8 0,2
44,9 14,8 35,76 11,80
107,29
Table 2.3.: National markets for bee products for 2014
B2B B2C
Grey
Markets, | sector, Markets, | Grey sector,
Quantities, Prices, Million million Quantities, Prices, Million million
thousand tons | BGN/ton | BGN BGN thousand tons | BGN/ton | BGN BGN
Conventional honey 6,9 4800 33,1 10,9 3,5 8600 29,7 9,8
Other products 3,3 1,1 3,0 1,0
Organic honey 3,1 7200 22,7 75 1,6 11700 18,4 6,1
Other biological 2,3 0,7 18 0,6
61,4 20,3 52,9 175
152,01

Table 2.4.: National markets for bee products for 2016
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Appendix 2.1.: Land markets

. Turnover,
Farm_s, no. Farms, no Farm, decare Price, Market,_ . million
beehives T ' BGN/decare |BGN million
BGN/year
from1to9 11794 - - - -
from 10 to 49 | 12099 0,25 837 2,53 0,06
from 50 to
149 3206 1,00 558 1,79 0,04
over 150 378 1,5 279 0,16 0,00
y 27477 4,48 0,11
Table 4.1.: Land markets in Bulgarian beekeeping for 2010
Farm_s, no. Farms, no Farm, decare Price, Market,_ . 'In']l:IrIrilg;]/er,
beehives T ' BGN/decare |BGN million
BGN/year
from1to9 7612 - - - -
from10to 49 |8 332 0,25 1641 3,42 0,09
from 50 to
149 2915 1,00 1094 3,19 0,08
over 150 424 1,5 547 0,35 0,01
Y 19283 6,96 0,17
Table 4.2.: Land markets in Bulgarian beekeeping for 2012
Farm_s, no. Farms, no Farm, decare Price, Market,_ . 'Ir;]l:Irlrilg;]/er,
beehives T ' BGN/decare | BGN million
BGN/year
from1lto9 6 091 - - - -
from10to 49 |6537 0,25 2052 3,35 0,08
from 50 to
149 2748 1,00 1368 3.76 0,09
over 150 767 1,5 684 0,79 0,02
Y 16143 7,90 0,20
Table 4.3.: Land markets in Bulgarian beekeeping for 2014
Farm_s, no. Farms, no Farm, decare Price, Market,_ . -In}ijlrlri]g;l/er’
beehives T ' BGN/decare | BGN million
BGN/year
from1lto9 3858 - - - -
from10to 49 |6 196 0,25 2283 3,54 0,09
from 50 to
149 4172 1,00 1522 6,35 0.16
over 150 1080 1,5 761 1,23 0,03
Y 15 306 11,12 0,28

Table 4.4.: Land markets in Bulgarian beekeeping for 2016
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Appendix 2.2.: Labor markets

Labor Income,
Farm_s, no. Farms, no. | productivity, Income, million
beehives BGN/hour BGN/month BGN/year
from1to9 11794 0,14 24 3,35
from 10 to 49 12 099 0,71 118 17,18
from 50 to 149 3206 1,42 237 9,10
over 150 378 2,84 473 2,15
> 27 477 31,78
Table 6.1.: Labor markets in Bulgarian beekeeping for 2010
Labor Income,
Farm_s, no. Farms, no. | productivity, Income, million
beehives BGN/hour BGN/month BGN/year
from1to9 7612 0,17 29 2,63
from 10 to 49 8332 0,865 144 14,41
from 50 to 149 2915 1,73 288 10,08
over 150 424 3,46 577 2,93
Y 19 283 30,06
Table 6.2.: Labor markets in Bulgarian beekeeping for 2012
Labor Income,
Farm_s, no. Farms, no. | productivity, Income, million
beehives BGN/hour BGN/month BGN/year
from1to9 6091 0,20 34 2,47
from 10 to 49 6537 1,015 169 13,27
from 50 to 149 2748 2,03 338 11,16
over 150 767 4,06 677 6,23
> 16143 33,12
Table 6.3.: Labor markets in Bulgarian beekeeping for 2014
Labor Income,
Farm_s, no. Farms, no. | productivity, Income, million
beehives BGN/hour BGN/month BGN/year
from1to9 3858 0,25 41,66 1,93
from 10 to 49 6196 1,25 208,3 15,49
from 50 to 149 4172 2,5 416,6 20,86
over 150 1080 5 833,2 10,80
Y 15306 49,07

Table 6.4.: Labor markets in Bulgarian beekeeping for 2016
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Appendix 3.1.: Veterinary markets

Conventional beekeeping

Organic beekeeping

Beehives Prices, Markets, Beehives Prices, Markets,
" | BGN/ BGN " | BGN/ BGN
no. . - no. . -
beehive | million beehive million
Varroasis |566 833 |6 3,40 46 429 12 0,56
Other 566 833 |0,2 0,11 46 429 0,3 0,01
> 3,51 0,57
4,09
Table 9.1.1.: Veterinary markets for 2010
Conventional beekeeping Organic beekeeping
Beehives Prices, Markets, Beehives Prices, Markets,
" |BGN/ BGN " | BGN/ BGN
no. bechive |million | bechive | million
Varroasis 443771 |6 2,66 85 346 12 1,02
Other 443771 |0,2 0,09 85 346 0,3 0,03
> 2,75 1,05
3,80
Table 9.1.2.: Veterinary markets for 2012
Conventional beekeeping Organic beekeeping
Beehives Prices, Markets, Beehives Prices, Markets,
" | BGN/ BGN " | BGN/ BGN
no. ) - no. . -
beehive | million beehive million
Varroasis 470627 |6,5 3,06 106 676 |13 1,39
Other 470627 0,2 0,09 106 676 |0,3 0,03
Y 3,15 1,42
457
Table 9.1.3.: Veterinary markets for 2014
Conventional beekeeping Organic beekeeping
Beehives Prices, Markets, Beehives Prices, Markets,
" |BGN/ BGN " |BGN/ BGN
no. bechive |million | bechive | million
Varroasis |517 643 |7 3,62 236 462 |14 3,31
Other 517643 |0,2 0,10 236 462 |0,3 0,07
> 3,73 3,38
7,11

Table 9.1.4.: Veterinary markets for 2016
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Appendix 3.2.: Markets for feed and food supplements

Conventional beekeepin

Organic beekeeping

82

Beehives Prices, Markets, Beehives Prices, Markets,
" |BGN/ BGN " | BGN/ BGN
no. : - no. . -
beehive million beehive million
Sugar 566 833 |10 5,67 46 429 20 0,93
Other 566833 0,1 0,06 46 429 0,2 0,01
> 573 0,94
6,66
Table 9.2.1.: Markets for feed and food supplements for 2010
Conventional beekeepin Organic beekeeping
Beehives Prices, Markets, Beehives Prices, Markets,
" |BGN/ BGN " |BGN/ BGN
no. beehive  |million | beehive | million
Sugar 443771 |10 4,44 85 346 21 1,79
Other 443771 0,1 0,04 85 346 0,2 0,02
> 4,48 1,81
6,29
Table 9.2.2.: Markets for feed and food supplements for 2012
Conventional beekeepin Organic beekeeping
Beehives Prices, Markets, Beehives Prices, Markets,
" |BGN/ BGN " | BGN/ BGN
no. beehive million no. beehive million
Sugar 470627 |11 5,18 106 676 |22 2,35
Other 470627 |0,1 0,05 106 676 |0,2 0,02
Y 5,22 2,37
7,59
Table 9.2.3.: Markets for feed and food supplements for 2014
Conventional beekeepin Organic beekeeping
Beehives Prices, Markets, Beehives Prices, Markets,
' |BGN/ BGN " |BGN/ BGN
no. beehive  |million | beehive | million
Sugar 517643 |12 6,21 236 462 |23 5,44
Other 517643 [0,1 0,05 236462 |0,2 0,05
> 6,26 5,49
11,75
Table 9.2.4.: Markets for feed and food supplements for 2016
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Appendix 3.3.: Beehive markets

— —
Beehives, no. Price per beehive, BGN / piece. ;’:;rover 10%, million BGN /
613 262 85 521
Table 9.3.1.: Beehive markets for 2010
- 0, illi
Beehives, no. Price per beehive, BGN / piece. ;:;?over 10%, million BGN /
529 117 90 4,76
Table 9.3.2.: Beehive markets for 2012
- 0, illi
Beehives, no. Price per beehive, BGN / piece. ;’:;rover 10%, million BGN /
577 303 90 5,20
Table 9.3.3.: Beehive markets for 2014
- 0, illi
Beehives, no. Price per beehive, BGN / piece. ;’:gpover 10%, million BGN /
754 105 95 7,16

Table 9.3.4.: Beehive markets for 2016

Appendix 3.4.: Markets of bee frames and wax bases - organic and conventional

Frames - fruiting body Frames - shop
Beehives, Beehives, Prices, Markets, Prices, Markets,
species number Number BGN /|BGN Number BGN /|BGN
item million item million

Dadan Blatt 367957,2 |1103872 0,8 0,8831 367957,2 |0,55 0,20

LOMOSUEEL 12453048 (9812192 |06 0,59 4906096 |0,6 0,29

> 613262 1,47 0,50 1,97

Table 9.4.1.: Markets of bee frames for 2010
Frames - fruiting body Frames - shop
Beehives, Beehives, Prices, Markets, Prices, Markets,
species number Number BGN /|BGN Number |BGN /|BGN
item million item million
Dadan Blatt 340100 1020299 0,8 0,82 340100 |04 0,14
Longstreet Ruth | 226733 906932,8 |05 0,45 453466 |05 0,23
> 566833 1,27 0,36 1,63
Table 9.4.1.c: Markets of wax bases (conventional) for 2010
Frames - fruiting body Frames - shop
. . Beehives, Prices, | Markets, Prices, | Markets,
Beehives, species | |\ mber Number |BGN /|BGN Number |BGN /|BGN
item million item million
Dadan Blatt 27857 83572 0,96 0,08 27857 0,48 0,01
Longstreet Ruth 18572 74286 0,6 0,04 37143 0,6 0,02
> 46429 0,12 0,04 0,16
Table 9.4.1.0: Markets of wax bases (organic) for 2010

Total for 2010 3 3,76
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Appendix 3.5.: Mechanization funds markets

Quantity, Price, Use, Turnover,
no. BGN year BGN / year
Beekeeper's suit 1 30 3 10,0
Brush - beekeeping 1 6 3 2,0
Lifter 1 6 3 2,0
Smoker - beekeeping 1 25 3 8,3
Fork - beekeeping 1 7 3 2,3
Portable chest 1 30 3 10,0
Small bath - beekeeping 1 63 20 3,2
Centrifuge - manual 1 316 20 15,8
Funds per hive, BGN / year 53,6
Total farms of 1-9 bee families [11 794 | Total, million BGN/year 0,632

Table 9.5.1.: Markets of mechanization funds on farms of 1-9 families for 2010

Quantity, Price, Use, Turnover,
no. BGN Year BGN / year
Equipment ... 47
Bath - beekeeping, 1m 1 289 20 14,4
Centrifuge electric - 12 frame 1 1173 20 58,7
Maturate for honey - 100 | 1 289 20 14,44
Funds per hive, BGN / year 134,5
Total farms of 10-49 bee families | 12099 | Total, million BGN/year  [1,628
Table 9.5.2.: Markets of mechanization funds on farms of 10-49 families for 2010
Quantity, Price, Use, Turnover,
no. BGN year BGN / year
Equipment ... 47
Bath - beekeeping, 2 m 1 542 20 27,1
Centrifuge electric - 20 frame 1 1444 20 72,2
Maturate for honey - 250 | 1 632 20 31,5875
Wax melter - steam 1 1083 20 60
Semi-automatic machine - beekeeping 1 3159 20 175
Funds per hive, BGN / year 4129
Total farms of 50-149 bee families | 3206 | Total, million BGN/year  [1,324
Table 9.5.3.: Markets of mechanization funds on farms of 50-149 families for 2010
Quantity, Price, Use, Turnover,
no. BGN year BGN / year
Equipment ... 69,3
Bath - beekeeping, 2,5 m 1 542 20 27,1
Centrifuge electric - 42 frame 1 1986 20 110
Maturate for honey - 300 | 1 812 20 45
Wax melter - steam 1 1083 20 60
Semi-automatic machine - beekeeping 1 6318 20 350
Dryer for bee pollen - 50 kg 1 2978 20 165
Funds per hive, BGN / year 826,4
Total farms over 50-149 bee families 378 Total, million BGN/year 0,312
Total for 2010 million BGN/year 3,89

Table 9.5.4.: Markets of mechanization funds on farms over 150 families for 2010
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EVERY STUDENT WANTS TO WORK FOR A STARTUP - OR NOT?
THE RESULTS OF A QUALITATIVE AND QUANTITATIVE STUDY

Arpad Ferenc Papp-Vary
Budapest Metropolitan University, Hungary
apappvary@metropolitan.hu

ABSTRACT

“Everyone used to want to be a rock star, now everyone wants to be a startupper”, they say.
But is that really true? Research by the Budapest Metropolitan University (METU) has
explored this question, based on a commission by the National Research, Development and
Innovation Office (NRDIO) of Hungary. The research was carried out in two phases: in the
qualitative module, a total of four focus groups were conducted, while in the quantitative
module, 280 university students were interviewed online. The results show that young people
clearly associate the world of startups with innovation, and consider them important and useful.
However, although they find startups attractive, this is diminished by alleged business risks and
other threats they have noticed. Therefore, in addition to working in an interesting and exciting
field, on an important project or cause in a startup, the priorities of young people also include
the potential for a high income and big money based on the enterprise’s success in entering the
market. Besides the chance to contribute to innovation and realise the idea, this is one of the
decisive arguments for starting or working in a startup. Young people are less likely to actively
seek information about startups, but passively they regularly look for information. The three
most important forms of this are 1) websites and news sites; 2) social media, Instagram,
Facebook, YouTube, Tiktok; and, lagging far behind, 3) influencers. Although relatively few
people mentioned television, the impact of the TV show Cdpdk kéozétt (”Among the Sharks”, the
Hungarian version of the British reality television business programme Dragon’s Den) is
indisputable in getting someone to think about starting a startup.

Keywords: startup, startupper, research, university students, innovation, online, social media

1. INTRODUCTION

”Every student wants to work for a startup”, we hear from time to time. But is that really true?
Are startups really considered as innovative, important and useful as we might first think? And
is it really so attractive to work for a startup as a career starter, or even to found and start your
own startup? The Budapest Metropolitan University (METU) was given the opportunity by the
National Research, Development and Innovation Office (NRDIO) to map this. The research
was carried out in two phases: in the qualitative module, a total of four focus groups were
conducted in four universities in three cities, among 18-24 year olds belonging to Generation
Z. The quantitative module was based on the results of the focus group and focused on the key
questions. The nationwide survey was implemented using an online questionnaire and then we
analysed the responses of a total of 280 university students aged 18-35, both full-time and part-
time. After a brief introduction to the literature, the study will first review the results of the
focus group research, and then highlight the main findings of the questionnaire survey.

2. STARTUP OR INNOVATION COMPANY

As we can see startups in many different industries, there are many different approaches to the
concept of a startup. As Paul Graham (2012) succinctly summarises, a startup is a business that
has been designed to grow. According to Eric Ries, author of the book ’Lean Startup” (2019),
a startup is a business that aims to create a new product or service under conditions of extreme
uncertainty.
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In addition, HiVentures, a startup investment firm, writes on its website (2022) that ”a startup
is the sum of less tangible things such as faith in an idea, confidence in the future, and
investment in a dream.” More comprehensive than the former is the definition provided on
startupper.hu (2014), which says “if we want to put it simply, we can say that a startup is a
company that has a very fast growth potential (a few years), targets international markets rather
than regional ones, and introduces an innovative service or product, a niche product that solves
problems, all with minimal equity and typically a high knowledge base” (startupper.hu, 2014).
Startup expert Imre Hild summarizes the real difference between a traditional enterprise and a
startup as follows: A typical startup is like a baby shark. It has a huge growth potential that
comes from its basic structure, its genetics, and makes it grow very fast. By contrast, traditional
businesses are like guppies: they are born small and do not grow significantly bigger” (NKFIH,
2014). The predecessor of the National Research, Development and Innovation Office
(NRDIO), the National Innovation Office, issued a publication titled What is a startup? 8 sure
signs that you are facing a startup”. According to the publication, ’Even today, there is still a
lot of uncertainty in Hungary about the term startup; many people do not know what kind of
enterprises belong to this group, and there are many different approaches and interpretations
both abroad and in Hungary.” (NKFIH, 2014) The paper summarizes the characteristics of a
startup in 8 points: 1) Early stage and small size, 2) High growth potential, 3) Innovation, new,
breakthrough idea or technology, 4) Target: global market, 5) High uncertainty, 6) Distinctive
work culture and spirituality, 7) Specific funding needs and financing problems, 8) Special
sector. HiVentures (2022) highlights similar criteria (but more succinctly): ”A startup is, in a
nutshell: 1) Innovative, 2) Scalable, 3) Aimed at international markets, 4) High risk ... business
venture.” And as +1, they also include Team, because, as they say, “an outstanding business
idea is useless if the startup lacks a good team.” It is interesting to note that although the English
word startup has also become widespread in Hungary, in 2017 the Hungarian Banking
Association suggested that the term innocompany (‘innovallalat’) should appear alongside/in
place of the term startup (Portfolio, 2017). According to a paper by Paul Graham, Fabian (2021)
points out that in the United States alone, millions of businesses are launched every year, but
only a minimal percentage of them are startups. Restaurants, service companies and beauty
salons are startups only if and when: 1) they have some product, service or business innovation,
and 2) this innovation is the source of the high growth potential that makes a newly launched
company a startup. Related to the latter is the concept of scaling, which is used to describe
potential growth. According to Forbes, ”Scalability means that the problem the startup is trying
to solve is relevant to many people, not just nationally but also regionally or even globally, and
that the solution developed for it can be easily transferred to new markets, ensuring the rapid
growth of the startup” (Forbes.com, 2022). The history of startups dates back to the 1970s. It
was then that the first tech companies appeared in the US, using innovation as the engine for
their growth. Of course, they were not called startups then, but the circumstances in which they
started, their business model and product innovation were similar to startups today. Apple and
Microsoft, which are now mammoth companies, grew out of these garage companies, points
out Fabian (2021). The evolution of the modern startup world began in the 1990s, with the first
accelerator and incubator programmes appearing in the early 2000s. Their aim was specifically
to attract innovative projects and make them attractive to venture capital firms and investment
funds (Polcz, 2020).

3. WORKING AT ASTARTUP: PROS AND CONS

It is perhaps no exaggeration to say that the word startup has become part of the professional
and wider public discourse. On Amazon.com you can find not hundreds, but thousands of books
on startups. Cities around the world are competing to become the new startup capital. The topic
is also very often covered by the media in Hungary: for example, a search on the news
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aggregation website hirkereso.hu on 22 June 2022 for the word ”startup” provided exactly 100
results for the previous month. In as early as 2017, an article on Minner.hu listed 46
organisations to turn to for investment if you have a startup idea. The TV show Céapak kozott
("’Among the Sharks”, the Hungarian version of the British reality television business
programme Dragon’s Den) has shown hundreds of thousands of viewers what ideas investors
are looking for. In addition, the Hungarian Startup University (HSUP), linked to the NRDIO,
is a free two-semester educational programme connected to all major Hungarian universities.
With regard to our narrower topic, job search and placement, it is telling that on the job site
Profession.hu (2017) we find an article entitled Elet egy startupban (’Life in a startup™) and on
the Hungarian website of Randstad they ask the question ”Startup or multinational: which one
suits me?” (2022). According to the DreamJobs survey (2019), ”52% of jobseekers would
prefer to work in a startup, and only 28% would choose a corporate work environment. 15 years
ago, almost everyone wanted to work for a big multinational, but now many are disillusioned
with the multinational atmosphere.” It is no wonder that HR Portél published an article entitled
Ezeért jobb egy startupnal dolgozni, mint egy multinal ("Why it is better to work at a startup
than a multinational”) (2021), quoting Julia Sohajda, head of Vespucci Partners: “What
challenges does a young person face when faced with a job choice? — many people ask the
question. The answer is: more and more challenges. This is one reason why it is important to
try out various fields, different jobs and different organisational structures. On the other hand,
it is increasingly challenging to take on a job where they feel that the company they work for
has a positive impact on the world, which makes their work a value-adding one, while for
Generation Z this is even more important than their salary. Young people today increasingly
want to be part of the birth, growth and success of a company.” The HR Portal article (2021)
also collected the pros and cons of working for a startup. According to this list, the pros and
cons are:

”Pros:

e Unique experience

e Outstanding learning opportunities

e Employees can work independently (make smart decisions and take responsibility for the
consequences, which is likely to improve their performance)

¢ Innovative and novel approach

e Flexible working hours

Cons:

e High workload (fewer breaks and holidays, as startups need to quickly exploit their potential
as early growth is vital)

e Job stability (research shows that over 90% of startups fail in the first three years)

e Lower pay

¢ High responsibility (technology changes rapidly, making competition fierce, so even small
missteps can have big consequences)

e Less structure in the workplace and processes”

4. AIM AND BACKGROUND OF THE QUALITATIVE RESEARCH

At the end of 2021, the National Research, Development and Innovation Office (NRDIO)
commissioned a research team from Budapest Metropolitan University to map what young
people, and more specifically Generation Z, think about innovation. The first step of the two-
phase research was a qualitative survey. The exploratory focus group process formed the basis
for the second phase, a targeted questionnaire survey that quantified the significant points of
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the problem. (The term ‘focus group’ was created because it is designed to focus subsequent,

usually quantitative, research.) On the other hand, qualitative research can also be used in its

own right: the exploration of perceptions and attitudes provides concrete results that can be

interpreted in themselves, which may serve as a basis for the formulation of directions of action

and recommendations (Schleicher 2007, Babbie 2020). To take into account the different life

situations of the target group and the resulting differences of opinion and disagreement, the

study sample was filtered according to the geographical location of the university of education

and the field of study of university education. Three groups were created according to the

geographical location of the university of education:

e West Hungary (University of Sopron)

e Budapest (one group: Budapest Metropolitan University, another group: Budapest
University of Technology and Economics — BME)

e Eastern Hungary (Neumann Janos University, Kecskemét)

In terms of the field of university education, the research covered three groups:
e Participants in economic training

e Participants in technical training

e Participants in social science courses

To get to acquainted with the widest possible spectrum of feedback and attitudes, it was
necessary to hold four focus groups. This made it possible to identify the relevant aspects of
university students and to control the distorting effects of any opinions that might appear.

Set-up of the qualitative focus group study

Group 1 Group 2-3 Group 4
(Sopron) (Budapest: (Kecskemét)
METU, BME)
» 18-24 years old » 18-24 years old > 18-24 years old
» Mixed » Mixed » Mixed composition
composition in the composition in the in the field of
field of university field of university university
education education education

» Both men and women
> Even age distribution within the age zone in all groups
> At least 2 people per group who have participated in a Scientific
Students’ Associations Conference (TDK)
> At least 2 people per group who work alongside their studies
» At least 2 people per group who have their own business or are
involved in a family business
Table 1: Main characteristics of the qualitative focus group study; sampling
(Source: The primary research ~Generation Z and innovation” by METU and NRDIO,
qualitative module, 2021)

The qualitative research covered several areas, such as: attitudes of Generation Z towards
innovation; Meanings and perceptions of innovation; Participation in innovation; Aspects of
innovation promotion among 18-24 year old people; Characteristics of innovative thinking;
Perceptions of research careers; Self-perceptions of Generation Z. Last but not least, the
research also covered: The meaning of and attitudes towards startups; Enterprises and startups;
The ideal startup organisation. In this article we present the results of the latter.
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5. RESULTS OF THE FOCUS GROUP SURVEY AMONG UNIVERSITY STUDENTS
The qualitative research findings are summarised below in connection with six themes:

1) Primary associations of the term ‘startup’,

2) Importance of startups,

3) Known startup companies,

4) Generation Z’s orientation towards startups,

5) Information about startups,

6) Starting your own startup

What was said verbatim in the focus group is in quotes.

5.1. Primary associations of the word startup

In the focus groups, the following ideas emerged from the 18-24 year old students interviewed
about what first comes to mind when they think of startups:
New enterprise

Good investment target

Phone application, phone developments

Making money fast

Equality

Young, fresh company

Innovation, the implementer of a good idea
Technological innovation

Capak kozott (“Among Sharks”) TV show

Regarding the latter, it is worth quoting: the word startup “’reminds me of ... the TV show ‘Capak
kozott’. There’s a person and s/he has a product that s/he wants to present, and then s/he asks
for help from the big money people there. ... S/he has a startup capital that is not enough to
realise the innovation idea, then the investor buys the idea, and so to speak, gives him/her
money, and of course the investor also makes a profit.”

5.2. The importance of startups

Respondents unanimously agree that startups play an important role in the economy. Startups
are important because:

They lay the foundations for growth

They force large companies to compete, which induces improvements

They stimulate and inspire the market

They create innovations that make everyday life easier

The overall assessment of startups is positive. The big tech success stories (e.g. Microsoft,
Facebook) are the basis for this assessment, as they are the prototypes of startups according to
the focus group participants. ”’If you have an idea that changes the world and you only lack the
financial background to do it, see Microsoft: they started from a garage and today they are a
world leader, or see Facebook: it started as an internal system at a university, and after all, now
we couldn’t imagine our days without it.” It is interesting to note that although they come from
a wide range of backgrounds and fields, the respondents would most like to participate in IT
startups because they see great opportunities in them. At the same time, money is the key
criterion for them to participate in startups: ’I would join an enterprise that will grow well
afterwards and I can make a lot of money from it.”

89



87t International Scientific Conference on Economic and Social Development - "Economics, Management, Finance and Banking" —
Svishtov, 28-30 September, 2022

5.3. Known startup companies

Some of the participants in the focus group research are not very familiar with startup
companies or have difficulty identifying them. They had heard of startups of various activities
that were set up to implement some new idea. But they often do not know the names of the
companies — so they are not really brands yet. In terms of Hungarian startups, came out on top
in all four groups. The platform allows restaurants and shops to sell unsold, but good quality
food at a discount, thus reducing food waste and providing access to food for a wider range of
consumers. They could identify with Munch’s objectives easily, as it generated high levels of
sympathy and brand awareness. Also mentioned were the bicycle courier company ViddL, iGO
Navigation (which started as a Hungarian company but was acquired), and Prezi, which is now
known and used worldwide.

5.4. Generation Z in startups

The survey asked how students aged 18-24 perceive the idea of working in startups, as a form
of entry into the labour market. Young people see startups as an opportunity for them. Examples
of successful startups suggest that they can achieve a faster rise in living standards as young
persons starting their career than by following traditional life paths. I think it has become
important because we get out of university as 23-24 year olds and start working. While it takes
quite a long time to achieve what you want in a traditional way, if you start in a startup, you
can achieve the standard of living you want in as little as 1-2 years.” Another person
commented, ”It’s an interesting generational disease that everyone wants to be a leader straight
away, but with a startup you have the opportunity to really be a leader if you have a good idea,
and that can be motivating.” However, startups are perceived to carry higher risk, with more
bankruptcies and company failures. In comparison, working as an employee of a multinational
gives you more security. ’I know a lot of people who like the multinational world, because the
company isn’t going to disappear overnight. It’s not a generational thing, it’s a people thing.”
Or, according to another focus group participant, ”Startups are insecure ... At least at the
beginning, for sure.”

5.5. Finding information about startups

While this is certainly an attractive world for Generation Z, it is not a world in which they
actively seek out news about startups, but rather find them as they pick up other information.
”An average person or student won’t necessarily search for it like that, you have to sort of put
it in front of their eyes and then there it is.” They mostly search for information on the internet,
or rather, they find it in the light of the above. This is their primary source of information. I
read about startups in online newspapers, I don’t know, Index or HVG.” Or "The Forbes’
Facebook page, if you follow it.” Social media has a key role in finding their way around, but
it is definitely not a targeted search, but something that is shown by Instagram, Facebook,
YouTube, or TikTok. ”For example, I go on Insta or Facebook, I get an ad and see this whatever
company, I am much more likely to click on it (of course if it is in my area of interest). But to
search on the internet... I do not think anyone does that, we are not that interested.” Or ”There
are already people on TikTok who do this, like Péter, the mentor from the show ”Capak kozott”
— he puts videos up there, you can ask him questions and he answers them.” It is interesting to
note the importance of the latter, i.e. the TV show Cépak kdzo6tt and of course its appearance
on online channels such as YouTube or TikTok. This was mentioned by several respondents in
all focus groups. ,,I don’t look for startups myself, but I have watched the TV show ‘Cépak
kozott”. Or ”Among the Sharks, it’s bloody good, I swear, it’s so good, when it was on, | always
watched it”. Here, almost competing with each other, the focus group participants said, I think
we got to know a lot of companies”; ”’Yes, we could learn a lot from it, that is, what is worth
investing in”’; ,,Yes, a lot, how much money can be made from such small things”; ”We couldn’t
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imagine that you can get so much out of such small things. For example, there was a guy the
other day, he brought in these little sweets. ... Or lollipops, what a big factory he made for
himself, it wasn’t a big budget.”; ,,The langos (a traditional Hungarian fast food made of dough)
maker, he was on Facebook afterwards, the whole apartment block was full, everyone wanted
to buy a scone from him.”; ”Yes, he obviously gets a reputation or awareness with it; it’s also
good to go there from a marketing point of view, if they don’t provide support to him, he still
gets a reputation.” Finally, university lectures were also mentioned among the interviewees, as
there were also some where the startup topic was included in the course. ,,In the Budapest
University of Technology and Economics (BME) lecture, they explained quite well what it is
worth to build a company on, so you can at least make a break-even or even get some profit. A
lot of startups end up in a way that some of them can’t even get off the ground, and even if they
do, they go bankrupt very quickly. Often a good idea is not enough on its own, you also need
to put a model behind it to make it worth investing in.”

5.6. Starting your own startup

The members of the four focus groups were roughly similar to the normal distribution on the
scale of I am sure that I will not start a startup” and I am sure that [ will start a startup” and
were divided into three categories. Of these, the second, middle group had the highest
frequency.

1) Some people shy away from launching a startup in the first place. They justify this decision
by perceived disadvantages (e.g. a lot of work, stress). ,,No, no.”; ,,I definitely don’t.”; ,,I
definitely know I don’t want to start a business.” — they said. ’Many people don’t know that
there is another side to this: the 0-24 hours work, the stress. ... They don’t tell you that in
class, but anyone who is involved knows how thankless it is. Obviously, when you have to
pick up the dividends it’s a very good thing, but there are downsides.”

2) The second and most populous group is the one that is not opposed to the possibility of
launching a startup, but they do so with certain conditions. However, it should be noted that
there is a general passive expectation of these conditions. The active search for opportunities
to launch a startup is rare and almost non-existent. They are not necessarily waiting for the
financial background and opportunities, but also for the idea itself. ”As soon as I have a
good idea, I think I’ just go for it.”, said one of them. But even so, they would typically be
risk-averse. ”If the opportunity comes along and at the right time, if the time and opportunity
reveals itself. If there is an idea that is good at that moment and the funding is there, then
yes. But | wouldn’t say I would take out a loan to do it, I wouldn’t risk everything just for
that, but I would have to have something else alongside it. I wouldn’t have that as my only
source of finance, because that’s too much of a risk.” Or, in connection with the same
attitude: “I can agree with that if there is an idea, there is a possibility, let’s first look at the
market research, whether there is really a demand for it. Putting in millions of forints to
make it work for 2 years, and after 2 years bringing the curtain down on it and stay where |
was before, I don’t see the point. If there is an idea that works for 10-20 years or even
longer, that the children can take with them in the future, then fine, and there will be a
demand for it in 30 years’ time.”

3) The third group of people are the ones who would particularly like to launch a startup. They
would mostly do it out of curiosity, out of a sense of adventure. “I’d like to start it, ’'m
curious to see how it will turn out, I’ll do it for 2-3 years and if it doesn’t work out, it might
‘hit the post’, but it could also work out well.” They mainly identified online business and
e-commerce as a potential business area. ,,I’m going to give you an example of dropshipping
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for example, I don’t know how familiar it is. The idea is that with dropshipping | am an
intermediary between a company and, say, a buyer. In other words, the customer orders the
product of that company through me, but he/she doesn’t come to me; I just send it, I act as
an intermediary, but I also profit from it.”

6. AIM AND BACKGROUND OF THE QUANTITATIVE RESEARCH

As discussed earlier, the four focus groups produced results that are meaningful in themselves,
and these have been presented above. The focus group module also focused the subsequent
quantitative research, which took the form of an online questionnaire survey. Due to space
limitations, we can only present its most important results in this article, supported by the
corresponding mathematical analyses. During the survey, we interviewed university students
online, including both full-time and part-time students. The youngest respondents were 18 years
old, while the oldest was 51 years old. However, only respondents aged between 18 and 35
were included in the analysis, and those older than this were excluded. This was also justified
by the generational aspect of our research questions. The total sample for analysis was 280
respondents. The sample was well representative of the university student population in terms
of age. In terms of age distribution, the highest frequency of responding undergraduate students
was from Generation Z. Respondents aged 18-24 years accounted for 70.71% of our
interviewees. The majority of respondents (57.86%) were female, which is an approximate
representation of the gender distribution of the relevant university students. About 82% of the
study sample lives in cities. More than half of all respondents (54.64%) live in Budapest, the
capital city of Hungary. The most common groups of survey respondents are students studying
economics, social sciences, medicine and health sciences, or technical courses. Last but not
least, the financial situation of the sample is characterised by the fact that only 8.57% of them
considered themselves to be below average in today’s Hungary. The typical response is
“average”(54.29%), and overall about 37% rated themselves as “above average” and “highly
above average”. The quantitative research, like the qualitative one, also consisted of several
modules, covering the following topics: 1) Generation Z’s attitude towards innovation, 2)
Information about scientific novelties and innovative solutions, typical information channels,
3) Starting a business. Last but not least, there was a separate module 4) The World of Startups.
We will now focus exclusively on the latter.

7. RESULTS OF A QUANTITATIVE SURVEY OF UNIVERSITY STUDENTS

In the following, we summarise the findings of the qualitative research in terms of four themes:
1) Evaluation of startups,

2) Known startup companies,

3) Startup ideas,

4) Channels to find out about startups.

7.1. Evaluation of startups

For this item, respondents were asked to rate startups on a scale of 1 to 5, similar to the classic
school grading system, according to four criteria. As can be seen from the results, the average
was essentially close to 4 for all four criteria. The innovativeness of startups received the highest
rating (4.16), followed by the importance of startups (3.89), the usefulness of startups (3.87)
and finally the attractiveness of startups (3.68). There is an interesting tension in these
assessments. Why are the things that are so important and useful not equally attractive? Well,
the attractiveness of startups is likely to be reduced by the perceived business risks and other
associated perceived threats, which were also highlighted in the focus groups.
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Interestingly, there was a significant difference between genders (t-test, p<.043) only along the
»Attractiveness of startups” scale. These results suggest, perhaps somewhat surprisingly, that
female respondents find startups more attractive than men.

Average
Innovativeness of startups 4,16
Importance of startups 3,89
Usefulness of startups 3,87
Attractiveness of startups 3,68

Table 2: Startups rated on a scale of 1-5 by 18-35 year olds (n=280)
(Source: METU and NRDIO primary research ,, Generation Z and innovation”, quantitative
module, 2021)

7.2. Known startup companies

The majority of respondents (61.8%) do not know or cannot identify a Hungarian startup
company. There was a weak but highly significant positive correlation (Spearman) between the
variable “Do you know Hungarian startups?” and the variable ”Age”: rp = .284 p< .001 (2-
tailed). The older the respondent (25-35 years old), the more likely he/she was to be familiar
with Hungarian startups, compared to younger respondents (18-24 years old). Of course, this
could be due to age alone. In any case, the age groups differed with very strong significance
(Chi-square test, P<0.001). Almost half of the older age group knows a Hungarian startup
company, while only about a quarter of the younger age group does. Genders were also
significantly different (Chi-square test, P<0.027). According to the quantitative research, men
are more familiar with Hungarian startup companies than women.

7.3. Startup ideas

42.86% of respondents said that I have not yet had an idea like this” that could be the basis for
a startup. This was the most common answer. However, this also means that 57.14% of
university students had already had such an idea, but in the end only 2.50% (7 people) out of
280 people have launched a startup based on that idea. 20% of respondents selected the answer
I have/had an idea, but I never thought about starting a business”. This means that a third of
those who have already had an idea (almost 60% of the total sample) have not even thought
about making it reality. 12.14% of the total sample answered "I have/had an idea, but | would
not start a company, at most I would work as part of a team”. This is almost a quarter of those
who have an idea and a third of those who think about implementing it. This response suggests
a sharing of risk and responsibility. They are a kind of ‘cautiously optimistic’ people. 22.5% of
respondents said ,,I have/had an idea and would like to launch a startup”. They are the ones who
are planning to start a startup. They are probably waiting for an opportunity (financial,
professional, partnership) or are in the stage of preparing or setting up a business. But in any
case, they are only thinking about it, they have not yet taken the major steps. Finally, as
mentioned above, 7 people marked the answer I have/had an idea and have started a startup”.
Interestingly, there were significant differences between genders in terms of their startup launch
ideas (chi-square test, p< .046). Men were more likely to have had a startup idea.

Table following on the next page
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Frequency
I haven’t had such an idea yet. 42 86%
| have/had an idea, but | never thought about starting 20,00%

a business.
I have/had an idea, but I wouldn’t start a company, 12,14%
at most | would work as part of a team.

| have/had an idea and want to start a startup. 22,50%
| have/had an idea and started a startup. 2,50%
Table 3: Percentage of respondents who had/have an idea that they would turn into a startup
(n=280)

(Source: METU and NRDIO primary research ~Generation Z and innovation”, quantitative
module, 2021)

7.4. Channels to find out about startups

The main and most effective way to reach the target group with relevant information on the
subject (innovations, startups, tenders, job advertisements) is through various internet channels.
Among the sources of information on startups, the ”Internet sites, news sites” channel is used
by 80.36% of respondents. The Social media and content sharing (Facebook, YouTube,
TikTok, Instagram, etc.)” information channel is used by 78.57% of respondents. With these
frequencies, the access effectiveness of the other information channels is overshadowed by a
very large margin. In third place among the sources of information on startups was
”Influencers”, this channel is used by 22.86% of respondents. Interestingly, this showed a
significant difference according to the variable ”Gender” (chi-square test, p< .002). These
results indicate that women are much more likely to get information about startups using
influencers’ channels and pages.

Frequency

Internet sites, news sites 225
Social media and content sharing (Facebook, 220
Youtube, TikTok, Instagram, etc.)

Influencers 64
Personal channels 60
Events 53
Television 35
Print media 20

Table 4: Percentage of respondents who had/have an idea that they would turn into a startup
(n=280)

(Source: METU and NRDIO primary research ~Generation Z and innovation”, quantitative
module, 2021)

Among the sources of information about startups, the use of ”Personal channels” is typical for
21.43% of respondents. For "Events”, the same percentage is 18.93%. The last two places were
occupied by television and print media. Among the sources of information about startups,
“Television” was used by 12.5% of respondents. This is a surprisingly low proportion
considering how many people in the focus groups said they watched the TV show “Capak
kozott” — of course, the episodes of the latter are also available online. The ”Print media”
channel is used by only 7.14% of respondents. In practice, this means that the 18-35 age group
can be barely reached through this channel. In addition, using Spearman correlation, the
variable ”Print media” is (weakly, positively) correlated with the variable "Age”.
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This means that only a small proportion of older people (25-35 year olds) can be reached
through this channel, and that Generation Z (18-24 year olds) are essentially not reached at all.

8. CONCLUSION

The results of our research show that university students consider the role of startups in the
economy to be important, as they lay the foundation for growth, stimulate and inspire
competition in the market, and create new innovations that make everyday life easier. The world
of startups is associated with innovation, and startups are considered important and useful. At
the same time, although they do find startups attractive, their attractiveness is not as
acknowledged as their innovativeness, importance and usefulness. The attractiveness of
startups is reduced by the perceived risks, mainly business risks and other risks associated with
them. This is particularly true for founding and launching your own startup, but also for joining
startups as an employee. For young people, besides the opportunity to work on an interesting
and exciting project or cause in a startup, the potential for an outstanding income and big money
if the startup becomes successful is just as important. Besides the chance to contribute to
innovation, to turn an idea into reality, this is one of the decisive arguments for choosing a
startup. They are less active in seeking information about startups, while passively they
regularly inform themselves of the topic. The three most important forms of this are 1) websites
and news sites, 2) social media, Instagram, Facebook, YouTube, Tiktok and, lagging far behind,
3) influencers. In addition to these, they can also get information about startups through
personal channels and events. Although relatively few people mentioned television, the impact
of the business TV show “Capak kozott” is indisputable in making someone think about starting
a startup. The role of print media, on the other hand, is essentially negligible — and undetectable
in the case of 18-24 year olds.
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ABSTRACT

The paper examines the determinants of the Long-term government bond yield spread for 26
EU countries over the period January 2000 to December 2021. For this purpose, an
ARDL/Pooled mean group model with 9 country-specific and 2 global factors is applied. The
main results show that the traditional fiscal measures (Maastricht criteria) Fiscal Balance to
GDP ratio and Gross Government Debt to GDP ratio remain significant factors with a long-
run upward pressure effect on the spread. For countries with higher living standards, inflation
is the leading long-term driver of the spread. Day-to-day Short Term Rates for Euro area and
Euro area stock market volatility, as global factors in the model, have a significant upward
impact on the spread, which is more pronounced in the long-run. In the short-run, net interest
expense emerges as the most influential factor for both country groups formed.

Keywords: convergence progress, EU, financial integration, long-term government bond
spreads, ARDL, pooled mean group estimation

1. INTRODUCTION

A strategic priority for the EU is to achieve a high level of convergence and financial integration
between member states. In recent years, however, significant crises and stresses of both external
and internal nature have accumulated in the European economy and financial system (Zahariev
et al. (2020); Zahariev et al. (2021)), putting the achievement of this objective to the test. The
very fact that the ECB is currently considering the introduction of a new Anti-Fragmentation
Tool is indicative of the accumulated imbalances, even for what is considered to be the most
homogeneous group of countries in the EU. This raises again the issue of financial integration:
the sustainability of the convergence process, the assessment of its impact on the propagation
of shocks, and the effectiveness of policies pursued. According to the most widespread concept,
the main approach for assessing financial integration is the price-based method (Baele et al.,
2004). It is based on the logic of the law of one price, according to which countries are
financially integrated when, other things being equal, the prices (yields) of financial assets do
not differ significantly. Typically, the literature does not use absolute prices or yields, but the
spread of 10-year government bond yields relative to a benchmark. It should be noted that, both
in the literature on the issue and in this study, the objective of the paper is not to measure
financial integration directly or to test its role on other indicators and processes. Rather, the aim
IS the opposite - to test the impact of some macroeconomic factors, fiscal indicators, etc. on the
financial integration indicator. The present study adopts the approach of Alexopoulou et al.
(2010) as a basis, aiming to deepen the analysis by broadening the sample of countries (all EU
countries), a longer period, tests with alternative explanatory variables, etc. On this basis,
valuable conclusions can be drawn about the behaviour of spreads (and hence integration
processes), influencing factors, for different country groups, etc.
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2. LITERATURE REVIEW

A stable government debt position is an important factor in the social system and sustainable
economic development of countries. In this regard, there has been an increased interest in
empirically exploring the determinants of government bond vyields (risk premium). In
modelling, researchers apply predictors that can be broadly divided into two main groups -
fundamental and sentiment variables. In the first group are country-specific macroeconomic
and fiscal indicators, and in the second are global factors to capture changes in investors' risk
aversion and investment expectations. For the purposes of this study, we focus on papers that
have the interest rate spreads of EU countries as an object of analysis. Codogno et al. (2003)
analyze the interest rate differentials of 10 euro area countries and show that the Debt-to-GDP
ratio has a positive impact but is significant for only three of them (ltaly, Spain, and Austria).
Changes in global risk factors, as measured by US swap and corporate bond spreads relative to
US Treasury yields, have the largest effect on spreads, especially for the more indebted
countries. Heppke-Falk and Hifner (2004) find that after the introduction of the single currency
the expected budget deficit-to-GDP ratio has a positive effect on 10-year interest rate swap
spreads for Germany and France. Haugh et al. (2009) also find that the expected budget deficit,
together with the debt service ratio (Gross Interest Payments to Current Government Revenue),
have a significant and positive effect on the 10-year bond yield spread for euro area countries
relative to German benchmark bonds. This relationship is amplified to a non-linear extent by
the global risk factor (High yield corporate bonds - 10-year benchmark government bonds).
Thus, in a period of crisis (higher risk aversion) a deterioration in the fiscal position can lead to
a significant increase in the spread. On the other hand, Bernoth et al. (2012) find that after the
start of the European Monetary Union, investors' focus turns to the expected budget deficit and
the debt service ratio, at the expense of the debt-to-GDP and liquidity premium. A change in
market behaviour is also observed after the 2007 financial crisis. Oliveira et al. (2012) provide
evidence that in the pre-crisis period (from January 2000 to July 2007) the main effect on
spreads was driven by global factors: stock index returns based on the EURO STOXX50 and
the interest rate sensitive variables of the benchmark German government bond yield.
According to the authors, this is the result of investors' expectations of future full convergence
between Germany and the rest of the euro area. Apparently, during the crisis period (from
August 2007 to December 2010) a change occurred, with the biggest impact being the global
risk factor (EURO STOXX 50 Volatility Index) and country-specific variables (Quarterly
changes in the public debt level, current account deficit, government investment, and inflation).
In addition to identifying the significant factors, Alexopoulou et al. (2010) consider another
aspect in modelling government bond spreads - what is their short- and long-term impact over
time. By applying a dynamic panel error correction model for the period 2001-2008, the authors
find that for eight new EU countries a wide range of fundamental factors (external debt-to-
GDP, inflation and exchange rates, countries' openness to trade, short-term interest rate spread)
have a long-term impact on spreads. In addition, the authors divide countries into two groups
depending on their fundamentals. The applied global risk factor for euro area equity volatility
is significant in the long-run for the group of countries with a better macro position (Czech
Republic, Poland, Hungary, and Romania), but not for the second group of more vulnerable
countries (Bulgaria, Latvia, Lithuania, and Slovakia). Csonto and Ivaschenko (2013) apply the
same approach to 18 emerging markets in three regions for the period 2001 to 2013. They find
that in the long run both country-specific fundamentals and global factors are significant. In the
short-run, however, as in times of crises, it is mainly global risk and liquidity factors that shape
spreads. Again, it is concluded that global risk aversion has a stronger impact on countries with
worse fundamentals. Matei (2021) finds that with the outbreak of the COVID contagion, along
with traditional fundamentals and a global risk indicator, the pandemic risk is also a significant
variable in the short-run, while country disease mitigation reduces spreads in 14 EMU countries
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in the long-run. In summary, the following general relationships can be drawn: (1) global factors
have an impact in both the short and long run, with spreads of countries with deteriorating
macro-indicators showing higher sensitivity to them; (2) country-specific factors have an
impact mostly in the long-run.

3. METHODOLOGY AND DATA

3.1. Model and model application

In studies of this type, attention naturally turns to panel models (Ahn and Schmidt (1995)).
They are divided into several broad groups, depending on whether the regression coefficients
vary across groups and within periods. At one extreme are models where the coefficients are
allowed to vary completely between groups — N number of time-series regressions are
developed and the coefficients are averaged (mean group estimator). However, as Pesaran et al.
(1999) note, this does not account for the "panel dimension™ of the data - it rules out the
possibility that some of the coefficients may still be the same. At the other extreme are models
in which the coefficients are assumed to be fixed (equal) both with respect to individual groups
(cross-sections) and over time. Close to these are fixed effects (Anderson and Hsiao (1981),
Arellano (1989)) and random effects models. However, these two extremes do not capture well
the possibility that some of the parameters are the same while others are different from cross-
section to cross-section. Therefore, Pesaran et al. (1999) propose a different method using
another type of optimization procedure (PMG - pooled mean group estimation). It allows to
reflect more realistically the nature of some economic processes where part of the changes of
the objects are due to general, long-run equilibrium factors and another part to short-run
individual characteristics. By incorporating lagged values of the dependent variable and ohe
regressors, it is also possible to reproduce the frequently occurring process of going out of
equilibrium (deviation from the level determined by long-term common factors) and the
subsequent correction of the error. Therefore, a number of studies (Csonto and Ivaschenko
(2013), Abbasov (2019), Gan (2014)) apply in particular the PMG framework in the analysis
of macroeconomic and financial data. It is well suited for searching for common and different
characteristics of groups of countries and their reactions to common external phenomena, and
especially for studying different aspects of financial integration. The original PMG model of
Pesaran et al. (1997) is based on an autoregressive model including lags of both the independent
and dependent variables (ARDL model). If the dependent variable is the bond yield spread,
decompose the regressors into fundamental (F) and common (C) factors, reparametrize the
model to handle the first differences of the variables, and represent it in error correction form,
the basic equation is arrived at:

ASpreads;; = (,bi(Spreadsi_t_l —a; — ,Bi(l)FiStle - = ,Bi(n)Ct) —

i—1 9% q1,i—1_ (1 i—1
— ISPt XASpreads; ;- ST YSOARSY  — L = SI Y TIAC e (1)
The expression in parentheses is the long-run relationship, where «; is the country-specific free
term (intercept), a Y, ..., ™; are the long-run coefficients of the explanatory variables, which
are a function of the original ARDL model parameters.

The application of the model goes through several steps, some of which may be omitted. First,
the descriptive statistics of the input data should be derived to check for normality, for the
presence of collinear series (Bhujabal, et al. (2021), Adekunle et al. (2021)), etc. Next, as
probably the most critical point, comes the check for unit root, taking into account cross-
sectional dependence in the selection of the test (second generation tests, Barbieri (2009)).
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Otherwise, the test and the model may be distorted, leading to spurious results (Mao and Shen
(2019), Dong et al. (2018)). On this basis, it is considered whether the variables should be
included with their levels or first differences, as PMG successfully works with series that are
1(0), I(1), but not 1(2). An optional step is testing for cointegration between the dependent and
explanatory variables, which gives a preliminary idea of the existence of a relationship. This
can be omitted, since if the error correction coefficient resulting from the application of the
model itself is negative and statistically significant, then there is a long-run relationship between
the series (Abbasov (2019)). The application of the model itself follows, and the main focus
here is the determination of the lags of the dependent and independent variables. Many studies
take a loose approach with the inclusion of 1 lag determined a-priori (Alexopoulou et al. (2010),
Pesaran et al. (1999)). However, some authors apply a more rigorous approach and determine
the optimal number of lags using Akaike's information criterion, Hannan Quinn or Schwarz
Bayesian criterion (Adekunle et al. (2021), Abbasov (2019)). Some researchers apply the
Portmanteau Q test on the residuals (Alexoupoulou et al. (2010)), robustness check and/or panel
causality test (Bhujabal et al. (2021)), the purpose of these tests being to confirm the goodness
of fit of the model. An important emphasis in the application of the model is the division of the
countries in the sample into groups according to a certain indicator and/or the division of the
period. On the one hand, the grouping may be in order to include countries in the sample whose
data have similar statistical properties so that adequate results can be expected. For example,
Adekunle et al. (2021) examine African trading blocs by first examining the data characteristics
of the countries in each bloc and, on that basis, estimating an appropriate model. Clustering can
also be done as a posterior step after the main model run to reveal additional similarities or
differences between countries in the sample.

3.2. Data

The data used in this study cover the period January 2000-December 2021 for all 27 EU
countries. The dependent variable is the spread of the long-term interest rate for convergence
purposes - 10 years maturity for each country! relative to the 10-year Euro area Government
Benchmark bond yield 2. A number of country-specific factors are included as independent
variables: Gross Government Debt to GDP ratio, Net Interest Payments to Government
Revenue, Fiscal Balance to GDP ratio, Current Account Balance to GDP ratio, Gross External
Debt to GDP ratio, Inflation Rates (HICP), GDP per capita in National Currency, Nominal
Effective Exchange Rate 42 trading partners, Trade Openness®. We use two global factors in
the model. The first is a proxy of liquidity conditions, measured by EONIA (Euro OverNight
Index Average) computed by ECB and Eurostat as a weighted average of all overnight
unsecured lending transactions in the euro area interbank market.* We assume that this indicator
better represents changes in liquidity and market expectations compared to the raw ECB funds
rate, which has a much lower frequency of change. The second global factor reports Euro area
stock market volatility (monthly average of EURO STOXX 50® Volatility) °. For all data, the
series with the highest possible frequency available in the databases were used. All variables
were then linearly interpolated to monthly observations using R and EViews and assembled
into a panel configuration. Due to a lack of sufficient observations for the interest rate spread,
Estonia was excluded from the sample in the process (only 19 observations out of 264 data
series available).

1 Source ECB: https://sdw.ech.europa.eu/browse.do?node=bbn4864

2 Source ECB:
https://sdw.ech.europa.eu/quickview.do?SERIES_KEY=143.FM.M.U2.EUR.4F.BB.U2_10Y.YLD

3 All of the variables are unadjusted (i.e. neither seasonally adjusted nor calendar adjusted). Source Eurostat:
https://ec.europa.eu/eurostat/data/database

4 Source and additional information: https://appsso.eurostat.ec.europa.eu/nui/show.do?dataset=irt_st m&lang=en
5 Source: https://www.stoxx.com/index-details?symbol=V2TX
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4. ESTIMATION AND RESULTS

To a large extent, the dynamics of the long-term spread for EU countries show similar trends
over the period under review (see the blue smoothing lines in Figure 1). At the same time,
however, there is a lack of complete homogeneity between their dynamics, even when grouping
countries by their EMU membership and timing of joining.

eu_not_in_eurozone_8 eurozone_NEW_8_after_2000 eurozone_OLD_11_1999
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Figure 1: Comparison of dynamics of long-term spreads (%) of three groups of EU countries
- non-Euro area (left), the 8 new EMU countries after 2000 (centre) and the first 11 countries
included in the Euro area (right)
(Source: Authors’ calculation on ECB data)

Expectedly, the highest heterogeneity is observed for the 8 countries that are not yet part of
EMU and, accordingly, most of them apply an independent monetary policy. It is noteworthy,
however, that this group (mad = 1.72%, range = 10.27%) lacks such extreme deviations as the
founding (mad = 0.40%, range = 12.47%) and the new post-2000 (mad = 0.74%, range =
26.74%) countries in the Eurozone. For the whole sample, the average monthly spread is 0.67%
(median = 0.10%, mad = 0.79%), with the highest values for Greece (3.56%), Romania (3.26%)
and Hungary (2.92%) and the lowest values for Germany (-0.66%), Luxembourg (-0.62%) and
Denmark (-0.48%). With such dynamics of the dependent variable, a method and set of factors
is needed to account for similarities in long-term trends and country specificities in the short
term as well. As a preliminary step, we have derived a correlation matrix of the input
independent variables. The results show that there are no extreme correlations. Following the
described methodology, we applied a cross-section dependence test and corresponding unit root
tests to the input variables. Cross-section dependence was found to be present, but the specific
tests (Pesaran et al. (1997) W-stat) applied for unit root confirmed that the inputs were 1(0) or
I(1), and were therefore included in the model without further transformation. Applying
equation (1) in a (1, 1, ..., 1) configuration with the full sample of 26 countries with the
independent variables selected, we obtain the results shown in Table 1.
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Factors Description Coefficient
GGDGDP Gross Government Debt to GDP ratio 0.011337**
Net Interest Payments to Government Revenue = (Interest
NIPTGR payable — interest receivable)/total general government  -0.126821***
revenue
FBGDP Fiscal Balance to GDP ratio 0.035150*
CAGDP Current Account Balance to GDP ratio -0.006983
GEDGDP Gross External Debt to GDP ratio 0.000269*

IR Inflation Rates (HICP) 0.227507***

GDPCAPNC GDP per capita in National Currency -2.45E-06***

NEER Nominal Effective Exchange Rate 42 trading partners -0.044217***
TO Trade Openness = (Export+Import)/GDP -0.001806

Day-to-day Short Term Rates for Euro area (changing

STRDEA o 0.138599***
composition)
Euro area stock market volatility (monthly average

EAMV VSTOXX®) 0.003244
Dependent | Long-term spread relative to Eurozone = 10-year long-term interest rate for
variable: convergence purposes minus 10-year Euro area benchmark bond yield

LTSEZ (changing composition)
Short-Run: : - .
COINTEQ Average Error Correction Coefficient -0.071533

Note: *** indicates significance at 1%, ** indicates significance at 5% and * indicates significance at 10%.
Table 1: Long-run coefficients for entire sample of countries
(Source: Authors’ calculations)

The results for the long-run coefficients for the period January 2000 to December 2021 show
(see Table 1) that the two factors with the strongest statistically significant positive impact on
the spread are inflation and short-term interest rates. These values and signs confirm the
theoretical assumptions of a higher risk premium required by investors under rising inflation
and monetary tightening. Of lesser magnitude but with a significant positive impact on the
spread are Gross External Debt and Fiscal Balance (Deficit) to GDP. The GDP per capita factor
has a negative coefficient with high statistical significance, which is consistent with economic
theory, namely that higher economic standard corresponds to a reduction in the interest rate
spread. Similarly, the effective exchange rate also has an impact, which can be explained by an
improvement in the international currency position, solvency, and competitiveness of the
economy. Statistically significant, but of unjustified value in terms of financial and economic
logic, is the factor "Net interest expenditure as a percentage of government revenue”. From the
short-run equation for the whole model, the error correction coefficient has a negative value
(COINTEQ = -0.071533***) and statistical significance, indicating the presence of
cointegration dependence, thus confirming the significance of the model and the corresponding
economic linkage between countries. The presence of not very strong country homogeneity in
terms of the dynamics of both the spreads and the independent variables justifies further
analysis of the results. Following the logic of the model, we proceed to group countries, the
idea being to include in each group countries that are more homogeneous among themselves.
In analogy with Alexoupoulou et al. (2010), we divide countries into two groups, bottom group
and top group, falling below or above the median value of a given macro-indicator, respectively.
To this end, we test grouping by GDP per capita, Current Account Balance to GDP and Gross
External Debt as a percentage of GDP. The resulting groupings on the three criteria do not differ
significantly.
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We consider a country to be in the top or bottom group if, according to at least two of the three
criteria, it falls into this group. Ultimately, this corresponds perfectly to a grouping by GDP per

capita in EUR.5

Factorroup Upper group Bottom group
GGDGDP 0.0194*** 0.026892**
NIPTGR 0.0186 -0.279662**
FBGDP 0.098115*** 0.070403*
CAGDP 0.002844 -0.022331
GEDGDP 0.000255 -0.00209
IR 0.345731*** 0.113172
GDPCAPNC 1.98E-05** -4.28E-06***
NEER -0.016568 -0.074779***
TO -0.009725** 0.010236
STRDEA 0.13031*** 0.14785*
EAMV -0.020232*** 0.06185***

Note: *** indicates significance at 1%, ** indicates significance at 5% and * indicates significance at 10%.
Table 2: Long-run coefficients for upper and bottom group of countries
(Source: Authors’ calculations)

The values of the long-term coefficients (see Table 2) show that the largest positive impact on
the spread for both groups is caused by the dynamics of short-term interest rates, which are
mainly influenced by the policy of the European Central Bank. The other global factor, the
proxy for risk aversion (EAMV), has a coefficient with a high positive and significant value for
the bottom group of countries. This indicates that they are more vulnerable to market sentiment,
especially in the context of deteriorating fiscal discipline. Of the country-specific factors,
inflation exerts strong upward pressure, but only for the upper group. In the opposite situation,
the exchange rate parameter is significant for the bottom group, which can be explained by an
improvement in the ability to repay foreign currency loans when the weighted average exchange
rate appreciates. The traditional measures of fiscal position (Gross government debt to GDP
and Fiscal Balance to GDP) have positive and statistically significant coefficients for both
groups. In terms of short-run dynamics (see Tables 3 and 4), the first thing that is notable is the
statistically significant negative coefficients on the error correction for all countries except
Ireland, confirming once again the presence of cointegration dependence for both groups. The
apparent presence of sign heterogeneity in front of the coefficients of some fundamental and
global factors is not unprecedented and has been observed in the literature using the
ARDL/PMG model (Alexopoulou et al. (2010), Csonto and Ivaschenko (2013), Matei (2021)).
There are some significant differences between the factor dynamics in the long-run and short-
run parts of the model. Here, net interest payments emerge as the strongest factor in the short-
run for both groups. Total indebtedness (GEDGDP) is also a statistically significant factor in
the short-run and mainly affects the spreads of the bottom group (mostly Romania, Greece,
Bulgaria, Poland). The positive coefficients of the Trade openness (TO) factor can be explained
by the negative impact of the increasing openness of some of the bottom group countries on the
current account balance, which in turn translates into an increase in the spread. On the other
hand, as with the long-run, there is a positive relationship between government debt
(GGDGDP) and the long-run spread - most of the top and bottom group countries have positive

6 The upper group includes Austria, Belgium, Cyprus, Denmark, Finland, France, Germany, Ireland, Italy, Luxembourg, the
Netherlands, Spain, Sweden. In the bottom group are Bulgaria, Croatia, Czechia, Greece, Hungary, Latvia, Lithuania, Malta,
Poland, Portugal, Romania, Slovakia, Slovenia.
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significant coefficients. In terms of the FBGDP factor, the coefficients for Greece, Portugal and
Hungary show high impact. The GDPPC variable in both groups has coefficients very close to
zero, with variable signs, but at the same time statistically significant. This can be interpreted
as no impact of short-term changes in living standards on the spread.

riable D(NIPTG |D(FBGDP D(GEDGD
S COINTEQ D(GGDGDP) | ) ) D(CAGDP) | oy
Austria -0.064%** 0.0028%** -0.059 -0.0434%** 0,003***  0.0055%**
Belgium -0.0561***  -0.0048***  0.3382  0.0029  -0.0036*** 0.0054%**
Cyprus -0.0169%**  -0.0328%*%  (.6842%** -0.2035*** 0.0074*** 0.0016%**
Denmark ~ [-0.0948***  0.0099%** -0.2169  -0.1046*** -0.0131*** -0.0112%**
Finland S0.0752%%%  -0.0161%%*  0.244%*  -0.0747*%* -0.0012%** (QF**
France -0.0763%**  -0.0068***  0.4194**  -0.1334%** -0.004%**  -0.0003***
Germany  |[-0.1368%**  -0.0068***  3.5565%** -0.2676%** 0.011***  -0.0094%**
Ireland 0.0649%** -0.09%** -0.4667**  -0.1889*** -0.0037*** 0.0012***
Italy -0.0334%**  0.012%** 0.6782%** 0.038***  0.0221*** -0.0217%**
Luxembourg (-0.0442%**  0.0273%** -0.1064  -0.0016  0.0041*** (Q**x
Netherlands [-0.1179%**  0.0304%** -2.0393**  -0.0985*** 0.0019%**  -0.0020%**
Spain 0.0116%** -0.0276%**  0.012 -0.1003*** 0.0331***  0.0022***
Sweden -0.0423***  0.0307%** -0.5422%** -0.0955*** 0.0132***  -0.0086***

ariable D(GDPCAPN D(STRDE
S D(IR) 9 D(NEER) |D(TO) | o) D(EAMV)
Austria -0.0108***  0.0001***  0.015***  0.0033*** -0.0855%** -0.0027***
Belgium S0.0172%%* QR 0.0158%** -0.0028*** -0.0737*** -0.0001***
Cyprus 0.0142%** (I -0.07%%*  -0.0075%** 0.1071*  0.0041***
Denmark ~ [-0.0381***  (Q*** 0.0089%** -0.0025*** 0.0988***  -0.0020%**
Finland -0.0226%**  0.0001***  0.0167*** 0.0024*** 0.0015 -0.0026%**
France S0.0277%%% QR 0.01%**  0.006***  -0.0316*** -0.0024%**
Germany  |[-0.0354***  0.0001***  0.0038*** 0.0002  0.1957**% -0.0046%**
Ireland -0.0355%**  -0.0001***  0.0046%** -0.0059*** -0.084%*  -0.0042%**
Italy -0.0098%** Q¥ -0.021%**  -0.0109*** -0.0456*** 0.0059***
Luxembourg (-0.0119%**  (Q*** 0.0489%** -0.003*** 0.1604*** -0.0036***
Netherlands [-0.0215%**  (Q*** 0.0254%** 0.0065%** 0.0789%**  -0.0031***
Spain -0.0063***  0.0001%** -0.0503*** -0.0056*** 0.0391**  0.002%**
Sweden -0.025%** Q** 0.0182%** 0.0018%** 0.0181**  -0.0063***

Note: *** indicates significance at 1%, ** indicates significance at 5% and * indicates significance at 10%;

D(...) denotes the first difference of the variable

Table 3: Short run dynamics and error-correction coefficients
for upper group of countries
(Source: Authors’ calculations)

Overall, global factors can be said to have less influence in the short-run. The exceptions are
Bulgaria and Hungary in the bottom group, where the specific coefficients are higher than the
long-run equation. The short-run market volatility (EAMV) shows that investors take the long-
run bonds of some countries as a safe haven within the Community (e.g. Germany and the
Netherlands). For other countries, this factor influences the spread widening (Greece and Italy).

Table following on the next page
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Coumrgab'e COINTEQ | D(GGDGDP) | D(NIPTGR) | D(FBGDP) | D(CAGDP) | D(GEDGDP)
Bulgaria -0.125%**  0.0712%** 1.8972 -0.0791%**  0.0159%**  0.0459***
Croatia -0.09%**  0.0089%* 1.2644%*  0.061** 0.0177%%*  -0,0334%**
Czechia -0.0117***  -0.0155%** 11255%  -0.1162%%%  -0.0073**%  -0,0092%**
Greece -0.0056***  0,0149%** 1.6114**  0.3008**  0.0357***  0.0876%**
Hungary 0.07%%*  -0.014%** 11441%%  0.1145%%*  0.0216***  0.0044%**
Latvia -0.0897***  0,0273%** 3.0707**  -0.4706%**  0.0109***  -0.0005
Lithuania -0.1134%%% 0,092%** 1.73* -0.2337*%*%  0.0258***  -0.0049*
Malta -0.0435%*% -0.0269%** 0.628* 0.0059* 0.003%**  0.0006***
Poland -0.0787***  -0.0656%** 0.2012 0.0513%**  0.0184***  0.0302***
Portugal -0.0548%**  ,0538%** 2.0564%%*  0.1398%**  -0.0215%**  -0.0635%**
Romania -0.1053*%%  -0.1144%** 0.32 -0.0479 0.0517***  0.1013***
Slovakia -0.1506***  -0.0671%** 2.3503**  -0.053**  0.0202%**  -0.0024%**
Slovenia -0.0613***  0.029%** 0.3497* 0.0062 0.0353***  -0,0409%**
riable | bRy D(GDPCAPNC | hNEER) | D(TO) D(STRDEA) | D(EAMV)
Country )
Bulgaria “0.0171%*x  QF** -0.1158***  -0.0074***  0.466** 0.0013%**
Croatia -0.0521***  -0.0001%** 0.0241%**  -0.0051***  -0.3854***  -0,0030%**
Czechia -0.0231%*%  QF** 0.0274%%*  0.0142%**  -0.2741***  -0,0008***
Greece -0.0717**%  QF** -0.2583***  -0.0249%**  -0.3975 0.0241%**
Hungary -0.0378%*%  QF** -0.0953***  0.0107***  0.089** 0.0091%**
Latvia -0.0223***  0.0006%** 0.0384%**  0.0211%**  -0.5849%**  -0,0058%**
Lithuania 0.123%%*  -0,0001%** 0.0875%**  -0.0036***  -2.3204%*%  _0,0208%**
Malta -0.0073***  -0.0001%** -0.0086***  -0.0061***  0.1102%**  -0.0044%**
Poland 0.0254%**  0,0002%** -0.0021%**  0.0188***  0.0801**  0.0033***
Portugal 0.0223***  -0.0001%** -0.0767***  0.0287***  -0.021 -0.0039%**
Romania -0.0298***  0,0001*** -0.0277***  0.0053***  0.0204 -0.0023%**
Slovakia 0.0278%**  0.0002%** -0.0712%**  -0.0001**  0.0371 -0.0086***
Slovenia 0.0013 0.0002*** -0.0713%**  -0.0068***  -0.1136**  0.0036***

Note: *** indicates significance at 1%, ** indicates significance at 5% and * indicates significance at 10%;

D(...) denotes the first difference of the variable

Table 4: Short run dynamics and error-correction coefficients
for bottom group of countries
(Source: Authors’ calculations)

The high significance of the short-term factors for both groups indicates that the grouping has
an added value to the descriptive ability of the model (compared to the overall group). This is
an indication that the countries in the individual groups show a higher degree of convergence.

5. CONCLUSION

Based on the above, the following main conclusions can be drawn:

e For the whole sample and for the two formed groups (above and below the median value of
GDP per capita in EUR), the traditional measures (Maastricht criteria) Fiscal Balance to
GDP ratio and Gross Government Debt to GDP ratio have a long-term upward pressure
effect on the spread. For countries with a higher standard of living (upper group) Inflation
Rates is the leading long-term driver of the spread.

e Global factors (Day-to-day Short Term Rates for Euro area and Euro area stock market
volatility) have a significant upward impact on the spread, which is more pronounced in the
long-run.

e Net interest payments emerge as the strongest factor in the short-run for both groups.

e Thedifferences in the direction of influence and the set of relevant factors between countries
in the short-run shows that the EU has a long way to go to achieve the strategic goal of high
financial integration.
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With respect to the empirical application of the ARDL/PMG model, the biggest problem is
the imbalance in the panel (incomplete data for some countries). Also, the results are
sensitive to the grouping of countries, which could become even clearer with a more in-
depth examination of the grouping criteria (as a direction for future work).
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ABSTRACT
The social economy is part of the economy whose main purpose is to improve the quality of life
of vulnerable groups or the implementation of social missions. In modern European context,
the social economy is an established and integral part of the social environment and social
protection networks, which generates and combines successfully the economic profitability and
social solidarity. Social entrepreneurship is a different kind of economic activity, which
combines and balances social and economic goals. The development of social entrepreneurship
is one of the main objectives of the EU strategy for growth "Europe 2020", as it would have to
contribute to an intelligent and sustainable growth and at the same time, to reduce poverty and
social exclusion. The social enterprise differs significantly from both traditional business
organisation and charitable organisations. Social enterprises combine their ideal goal with a
long-term business model. The establishment and operation of social enterprises derive a
number of important economic and social effects. In this context the main objective of this
article is to is to make an analysis and assessment of the status and the development of social
enterprises in Bulgaria. The main research methods are used herein the method of comparison;
the graphic method; an index method, SWOT analysis.
Keywords: Development, Social economy, Social enterprise, Social entrepreneurship, State

1. INTRODUCTION

The social economy is part of the economy whose main purpose is to improve the quality of
life of vulnerable groups or the implementation of social missions. In modern European context,
the social economy is an established and integral part of the social environment and social
protection networks, which generates and combines successfully the economic profitability and
social solidarity. Social entrepreneurship is a different kind of economic activity, which
combines and balances social and economic goals. The development of social entrepreneurship
is one of the main objectives of the EU strategy for growth "Europe 2020", as it would have to
contribute to an intelligent and sustainable growth and at the same time, to reduce poverty and
social exclusion. The social enterprise differs significantly from both traditional business
organisation and charitable organisations. Social enterprises combine their ideal goal with a
long-term business model. The establishment and operation of social enterprises derive a
number of important economic and social effects. In this context the main objective of this
article is to is to make an analysis and assessment of the status and the development of social
enterprises in Bulgaria.

2. LITERATURE REVIEW

The social economy is a part of the economy, sometimes referred as the third sector (the other
two are private sector and public sector). The social economy is increasingly convinced
identified as an autonomous but a multifaceted area of science and practice relating to the
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quality of life of the people (Ivanova, 2017, p. 11). Concepts relating to the social economy
permanently enrich their content characteristic on the basis of dynamic processes in the modern
economy, analysed as science and practice (Krastev & Krasteva, 2017, p. 133). Over the last
decade, the social economy has become more and more important for the development of the
countries (Dimitrova & Parvanov, 2017, p. 787). The social economy is a sector that contributes
significantly to the creation of employment, sustainable growth and a more equitable
distribution of income and wealth. The philosophy of this type of economy is related to the
weak social positions and the role of the state and the market in solving the emerging social
problems (Todorova, 2019, p. 14). It is a sector in which it is possible to combine profitability
with social inclusion and democratic systems of government, and working together with the
public and private sector to achieve consistency between services and needs (Kicheva, 2017, p.
54-55). Unlike the private sector, where the main purpose of the organisations is profit, in the
third sector, the main objective is improving the quality of life of vulnerable groups and social
missions. The social economy connects informal with formal economics, unifies communities
and smooths economic and social problems (Parvanov & Dimitrova, p. 1525). The social
economy is both a part of the real economy and part of the civil society, in which physical
and/or legal persons, associations of volunteers or other organized entities are engaged in
business activities in public benefit and reinvest profits to achieve social goals (Munucrtepcku
cbBeT, 2011). The development and implementation of a National Concept for Social Economy
(Munucrepcku cbBet, 2011) is a continuation of the work of the Ministry of Labor and Social
Policy (MLSP) team for complete harmonisation of social policies with the best practices of
EU Member States on the basis of the findings and conclusions made in the open method of
coordination for the social protection and social inclusion for the application of the flexibility
of the labour market, combined with the security and implementation of the active inclusion
approach. The scope of the social economy includes volunteering, donating, the activities of
social enterprises, cooperatives. The Bulgarian social conditions also refer to so-called
temporary employment, which is offered to long-term unemployed persons for the purpose of
adaptation and subsequent transition to the private sector of the economy (Muctutyt 3a
conuanHo mpeanpuemadectBo). In modern European context, the social economy is an
established and integral part of the social environment and social protection networks that
successfully generate and combine economic profitability and social solidarity. The social and
solidarity economies are two complementary concepts that make an unprecedented attempt to
link the three poles - market, state and reciprocity. The social element is related to the
implementation of activities for the public benefit. The solidarity element is in meeting the
needs of the needy or the community through mutual assistance, association and equality.
Solidarity is at the heart of the qualitatively new interconnections between those who create and
participate in this kind of economy (Todorova, 2019, p. 16). The social economy is a holder of
democratic values that put people first, creating jobs and promoting active citizenship. The
development of the potential of the social economy is depending on the adequacy of the
political, legislative and operational conditions. The real existing entities with social economic
and humanitarian activities in the country claim more and more insistently the need for legal
and institutional differentiation in the real economy, so that they can develop their potential and
to interact on an equal footing both to achieve a synergistic social impact each other and
interaction with the State and corporate economy (Munuctepcku cbBet, 2011). In fact, at the
heart of the social economy is a social impact and interaction that often perceived as objectively
measurable position of some people against the other and “can also be seen as a starting point
for the formation of social relationships. From this point of view, social impact may be
expressed in modern management and through social investment and philanthropy, as essential
elements of the corporate and social responsibility (Usheva, 2013, p. 62).
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The social economy is a field to which the European Union shows continued interest and invest
in its continuous development and improvement, in order to respond to the current social needs
in the Community countries. The modern European social model is characterised by a high
level of services, goods and jobs generated by the social economy. At the core of this model is
the regulation of the production and delivery of many social services of public interest.The
values of the social economy are closely connected with the overall objectives for social
inclusion and decent working conditions, training and reintegration into the labour market.
Social economy examines the human with his constantly increasing needs as the ultimate goal
of economic development, social entrepreneurship as part of its nature and content and social
enterprise as one of the entities to achieve objectives (Atanasova & Rinkova, 2017, p. 146). The
social economy in Europe provides paid employment to more than 13.6 million people, ie about
6.3% of the working population in the EU-28. It includes about 2.8 million alternative economic
structures, managed by about 11 million employees (co-owners), ie 10% of European business
is part of the social economy. Its contribution to Europe's GDP is 8%. Cooperatives are one of
the leading actors in the social and solidarity economy. In Europe, agricultural cooperatives
account for the largest market share - 60% of the market share in the agricultural processing
and supply sector. Credit cooperatives are quite popular - around 4,200 in Europe, with nearly
50 million members. The European social economy is very important for both people and the
economy.

It provides (Todorova, 2019, p. 17):

e employment of over 19.1 million people in the workforce, incl. paid and unpaid;

e more than 82.8 million volunteers, equivalent to 5.5 million full-time workers;

e more than 232 million members of cooperatives, mutual societies and other similar
organizations.

Social entrepreneurship is a different way of economic activity (doing business), that mixes the
resourcefulness of business with a social mission, skillful matching and balancing of social and
economic goals (MHCTUTYT 3a conpanHo npeamnpuemMadectso). It is one of the most innovative
ways to achieve a better quality of life, independence and inclusion in society of persons from
vulnerable groups. Both private businesses and the public sector are unable to pay enough
attention to the social needs of the suffering groups, especially when the sufferers are a large
part of the country's population (Dimitrova, 2017, p. 187). The development of social
entrepreneurship is one of the main objectives of the EU strategy for growth "Europe 2020", as
it would have to contribute to an intelligent and sustainable growth and at the same time, to
reduce poverty and social exclusion. Enterprises of the social economy in its various forms
(including social enterprises) play an important role in enhancing the competitiveness and
efficiency of the European economy in many different ways: by targeting the fragmented and
unused resources to economic activity, the mobilisation of resources at the local level,
strengthening the culture of entrepreneurship, elimination of market rigidities, fostering
flexibility of markets, the production of a host of places like this are just a few examples.
Enterprises of the social economy also have a greater capacity to preserve employment and
preventing the loss of jobs during difficult stages in the economic cycle, as we observe now
(Kicheva, 2017, p. 55). Social economy enterprises are managed as businesses, producing goods
and services for the market economy and direct part of their resources in the implementation of
the social and environmental objectives (Munuctepcku cbBet, 2011). Social enterprise can be
viewed as a tool aimed at the harmonisation of socioeconomic development. It differs
significantly from traditional business organisation on the one hand, and on the other by the
organisations with charitable purposes.
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Social enterprise has a pronounced social impact-characterised by a balance between seeking
to make a profit and the direct support of the social status of certain groups persons, i.e. the
carrying out of activity in order to generate revenue is determined by who is benefiting from
the activities and results. According to its legal definition, a "social enterprise™ means an
undertaking, regardless of its legal form, which by its founding treaty or statute"has as its
primary objective the achievement of a measurable, positive social impact rather than
generating profit for its owners, members and shareholders ". It also “provides services or goods
that generate social return and/or use a method for the production of goods or services who
embodies its social purpose ". The "Social enterprise” also uses its profit in the first place to
achieve its primary objective and has introduced predetermined procedures and rules of any
distribution of profit among shareholders and owners, which guarantees that this allocation shall
be without prejudice to the primary objective. It also manages the entrepreneurial, accountable
and transparent manner, in particular through the inclusion in the management of employees,
clients and stakeholders affected by its business activities in the management (I'eopruena,
2017). Social enterprises combine perfect aim with a long-term business model. Unlike
ordinary non-governmental organisations (NGOs), they do not rely on grants and donations,
but build a model of financial stability by selling their services. Unlike traditional businesses,
however, they do not aim to maximize their profits, but to fulfill their social mission
(dumutpos, 2015). Social enterprises are businesses that trade in order to tackle the major
challenges we face in society. Social enterprises are businesses that are changing the world for
the better. Like traditional businesses they aim to make a profit, but it’s what they do with their
profits that sets them apart — reinvesting or donating them to create positive social change.
Social enterprises are in our communities and on our high streets — from coffee shops and
cinemas, to pubs and leisure centres, banks and bus companies. They make their money from
selling goods and services in the open market, but reinvest their profits back into the business
or the local community. By selling goods and services in the open market, social enterprises
create employment and reinvest their profits back into their business or the local community.
This allows them to tackle social problems, improve people’s life chances, provide training and
employment opportunities for those furthest from the market, support communities and help
the environment. Social enterprises exist in nearly every sector from consumer goods to
healthcare, community energy to creative agencies, restaurants to facilities management. Well
known examples include The Big Issue, Divine Chocolate and the Eden Project but there are
over 100,000 social enterprises throughout the country contributing £60 billion to the economy
and employing two million people. They’re creating jobs and opportunities for those most
marginalised from the workforce, transforming the communities they work in and making the
Sustainable Development Goals a reality. It’s business for good and when they profit, society
profits.

We define social enterprises as businesses that (Social Enterprise UK, 2016):

Have a clear social and/or environmental mission set out in their governing documents
Generate the majority of their income through trade

Reinvest the majority of their profits

Are autonomous of the state

Are majority controlled in the interests of the social mission

Are accountable and transparent.

As a a study on the state of social entrepreneurship in the UK makes clear, social enterprises
are working across a wide range of areas: creating jobs and new opportunities, supporting the
most vulnerable in society, reducing our environmental impact, and improving people’s
healthcare (Social Enterprise UK, 2017).

111



87t International Scientific Conference on Economic and Social Development - "Economics, Management, Finance and Banking" —
Svishtov, 28-30 September, 2022

Key findings of this research: the social start-up wave continues; working where it is needed;
this is business; selling to the public; delivering public services at scale; more innovative than
the private sector; commercially resilient; female entrepreneurship; diverse leadership; local
employers; creating opportunities in tough times; under pressure on margins and business
models; a fair paying field; financial times - access to appropriate finance remains the biggest
barrier for start-ups and established social enterprises; demand for smaller deals.

3. ANALYSIS OF THE SOCIAL ENTERPRISES KEY INDICATORS IN BULGARIA
Social enterprises in Bulgaria operate in several directions: delivery of social services;
provision of employment of people with disabilities; mediation in employment of unemployed
persons; provision of health services; activity in the field of education, etc. In the
implementation of these activities is not leading the production of finished product, but the
social impact on individuals themselves, to gain the necessary support in order to integrate into
society. The Economic and Social Council of the Republic of Bulgaria (ESC) has repeatedly
stated in various acts that social entrepreneurship has a major role to play in social cohesion
and the creation of growth and jobs. The topological characteristics of this type of
entrepreneurship in Bulgaria do not differ greatly from those of similar enterprises in the rest
of Europe. The following tables presents numerical data on key indicators of enterprises in
Bulgaria, which identified themselves as social.

Year
Indicators 2012 2013 2014 2015 2016 2017
Enterprises
(number) 2717 2 046 2 526 2713 2577 2534
Enterprises with
profit (number)
1881 1381 1748 1921 1770 1800

Turnover (in
thousands of
BGN) 3 344 890 5375 261 2622 909 1 360 285 1166 609 1311425
Value added at
factor cost (in
thousands of
BGN)

673 138 597 694 502 929 437 806 325709 378 323

Revenue (in
thousands of
BGN) 3597 289 5557 597 2 829 653 1 540 749 1290 751 1416 446
Costs (in
thousands of
BGN) 3419789 5611 198 2 847 258 1443783 1214 058 1314 381
Fixed assets (in
thousands of
BGN)

1237116 1582 663 1144740 622 374 570 367 520 677

Employed
(number) 41939 32561 28 880 23919 17 272 17 189
Employees
(number) 40 545 31158 26 991 21768 15 580 14 988

Table 1: Indicators on non-financial enterprises, which identified themselves as social for the
period 2012-2017
(Source: for 2012-2013 National database of MLSP for social enterprises in Bulgaria,
Availabe online at: http://seconomy.misp.government.bg/db/bg/nsi
for 2014-2017 NSI data provided to the authors as a paid service
Note: Data for social enterprises for 2017 are the latest NSI data)
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As can be seen from this table the number of non-financial enterprises, which identified
themselves as social for the period 2012-2017, fluctuates in different years of the period. The
share of profit-making enterprises is lowest in 2013 (69.50%) and highest in 2017 (71.03%).
There is no stable trend in the dynamics of the financial indicators characterizing the activity
of the non-financial enterprises. There is a continuous decrease in the number of employed and
employees during the period.

Indicators Year
2012 2013 2014 2015 2016 2017

Enterprises
(number) 2155 1566 2194 1969 1897 1898
Enterprises with
profit from business
(number)

253 197 295 280 249 246

Revenue from
business (in
thousands of BGN)
20594 22116 30 737 24 060 23783 25 644

Costs for business
(in thousands of
BGN)

17 036 15 467 23582 19 892 20671 22181

Revenue from non-
economic activities
(in thousands of
BGN)

168 281 179 675 199 966 158 369 185 820 186 485

Costs for non-
economic activities
(in thousands of
BGN)

160 844 184 989 198 952 152 712 173 514 196 363

Fixed assets (in
thousands of BGN) 82 969 64 723 119 551 99 987 91105 84 653
Employed (number)

7289 5985 7224 5 968 6079 6 444

Employees
(number) 7070 4 995 7024 5 786 5 866 6 280
Table 2: Indicators on not for profit enterprises, which identified themselves as social for the
period 2012-2017
(Source: for 2012-2013 National database of MLSP for social enterprises in Bulgaria,
Availabe online at: http://seconomy.misp.government.bg/db/bg/nsi
for 2014-2017 NSI data provided to the authors as a paid service
Note: Data for social enterprises for 2017 are the latest NSI data)

The data in Table 2 shows that after 2014 the number of not for profit enterprises, which
identified themselves as social decreases. The values of the financial indicators change in
different directions during the period 2012-2017. The same is observed in terms of the number
of employed and employees.

4. SWOT ANALYSIS OF THE ACTIVITY OF SOCIAL ENTERPRISES IN
BULGARIA

In Table 3 the results of the SWOT analysis of the activity of social enterprises in Bulgaria are
presented.
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Strengths Weaknesses

. Cooperation with the organisations of employers and trade unions, as . Slow increase in the number of newly opened vacancies in social
well as with other control bodies on the protection of the rights of enterprises for people with disabilities.
workers and the prevention in ensuring safe working conditions. . Limited labor demand in underdeveloped border regions.

. Coordination between the social assistance system and the system of . Limited financial resources from the State budget for
active labour market programmes, in order to foster social reintegration implementation of the policy of promoting social
of persons with disabilities. entrepreneurship.

. Established and functioning social services network to ensure social . The presence of a relatively large proportion vulnerable groups of
inclusion for the most vulnerable groups. the population, including people with disabilities in need of

. Protective mechanisms built to support the most vulnerable groups. assistance to meet basic life needs.

. Established collaboration with other non-profit institutions and . Insufficient integration of social and health activities in the
organisations to improve policies and address challenges. provision of services to a large number of people in need.

. Capacity and experience gained in the mobilisation and use of . The steadily increasing number of caregivers as a result of
resources from the European funds in support of labour market policies demographic aging processes.
and social entrepreneurship. . Difficulties in introducing an integrated approach in providing

cross-sectoral services and promoting interoperability between
systems.
. Insufficient sector of social services and social entrepreneurship.

. Low level of cooperation and interaction with other social
enterprises at home and abroad, with representatives of the State
and municipal administration, associations of social enterprises
and professional organisations.

. Insufficient capacity in the social services system and insufficient
planning of the needs of social services at regional and local level.

. Insufficient sustainable financing of services provided by social
enterprises, which are not state delegated activities, revealed with
funds under the Operational Programme "Human resources
development”.

e Access to finance the activities of the social enterprise.

. Lack of a legally regulated legal framework related to the
definition of social enterprises in order to properly target policies
in the field.

. Prevalence of social enterprises providing social services
(passive).

. Problems encountered in the process of the activity of social
enterprises: material base, administrative activities, personnel,
equipment; preferences related to the supply of the products of
social enterprises on the market;

. Lack of well trained and motivated personnel working in social
enterprises and willing to do the work in them.

Opportunities Threats

. Implemented and continuously improving regulations is to promote . A high number of unemployed persons with disabilities, total for
social entrepreneurship, social inclusion and improving the the country and for the border regions, including long-term
effectiveness of the systems for social services. unemployed.

. Development of economic sectors with the potential to create jobs. . High number of inactive persons with disabilities, including

. Improvement of national legislation in order to improve the access of discouraged.
employers-social entrepreneurs and job seekers, persons with . Increasing the share of people with disabilities at risk of poverty
disabilities to mediation employment services. and social exclusion.

. Development of policies for promoting employment and adult . The growing demand for services to care for the most vulnerable,
education, aimed at disadvantaged groups and the border regions. which puts to the test the system of social services and necessitates

. Development of intermediary services on employment, including to the application of flexible and innovative approaches in this field.
reach out to people with disabilities. . Pressure on the pension system and support systems.

. Implementation of schemes in HRD OP for the period 2014-2020. . Negative demographic change and aging of the population.

. Extending the network of supportive services.

. Capacity development at the local level to support the implementation
of reform in the field of social entrepreneurship and social services.

. Development of integrated services.

. Development of the social economy sector.

. Membership of the social enterprise Association (Association) of
social enterprises;

. Cooperation with institutions and organisations, which support social
enterprises.

. Cooperation with other social enterprises in the country and abroad.

. Development of social entrepreneurship in the direction of the active
engagement of target groups in the process.

. Training and motivation of the people working in social enterprises and
to those who are willing to do the work in them.

Table 3: SWOT analysis of the activity of social enterprises in Bulgaria
(Source: Results of the analysis wich was carried out by one of the authors (Rayna
Dimitrova) in 2018 under the project "SOCIAL AGRI-ENTREPRENEURSHIP FOR PEOPLE
WITH DISABILITIES IN THE CROSSBORDER AREA", Project acronym: AGRI-ABILITY,
Priority Axis: Social Inclusion, Investment Priorities: 9c, funded under European Territorial
Cooperation Interreg), the "Greece-Bulgaria 2014-2020" Cooperation Program.European
Territorial Cooperation (Interreg), Cooperation Programme “Greece-Bulgaria 2014-2020")
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The effects of the operation of social enterprise can be analysed in the following directions:

1) In the process of implementation of the activities of the enterprise, if the employment of
persons from unequal social groups is ensured.

2) When using the results of activity in the case of manufactured products, which are provided
free of charge or on preferential terms of individuals from such groups.

3) Inallocating the revenue from the activity of the social enterprise, if they are used in a way
which contributes to living standards and the integration of disadvantaged social position.

Important effects resulting from the establishment and functioning of the social enterprises are:
economic development; creating employment and labor integration; improving the well-being
of assisted target groups; qualification and retraining of labor; social sustainability;
diversification of income between various activities; accumulation of funds for the
implementation of social objectives; financial security; financial independence, increasing the
motivation of employees in social enterprise entities for participation in economic and social
life; employment of persons from vulnerable social groups. A pronounced social effect is that
in the course of the main activity of the social enterprise there is a balance between seeking to
make a profit and the direct support the social status of certain groups of persons-mainly persons
from socially vulnerable groups who need help for their life or social status with those of other
members of society. These individuals form the target group of social enterprise. It has a
specific purpose of business-focused on improving the standard of living, employment,
provision of services and other forms of direct support to overcome the social isolation of the
relevant target group. An important feature of all social enterprises is the special symbiosis,
which bear a priori between the financial viability and the ability to have a social impact. In this
way, they achieve both economic, financial and social goals, bringing them even more value
and value to society. These significant economic and social effects of the activities of the social
undertakings determine their targeted funding from both the State and private investors. Social
enterprises will receive nearly BGN 52 million within the context of the new programming
period with the specific goal to increase the number of their employees, such as the number of
supported enterprises should reach 300 by the end of the period. The funds will come entirely
under the programme "Human Resources Development 2014-2020". Since the main objective
is to increase the number of employees in this type of undertakings applicants for support under
the procedure must specify the aim for the creation of new and expanding the activities of the
already existing social enterprises to provide employment. Their activities should be aimed at
motivating persons from vulnerable groups for inclusion in employment, their integration and
training for all new recruits. Funds will be allocated for the provision of monitoring by the
employer for new employees. Other activities that will be funded, are equipment and adaptation
of workplaces, training for more effective management of social enterprises, as well as for
social marketing and promotion of social entrepreneurship (umurposa, 2016). Tens of billions
of euros invest annually funds focused on socially oriented projects. BBR is among the
shareholders of such Accelerator-SIA, with a € 1 million participation. The contribution is
symbolic on the background of its capital of EUR 243 million, but gives the bank the
opportunity to attract SIA to Bulgaria. This could happen if a critical mass of socially focused
projects is accumulated. At present, the country does not fall on a map of investors of such
funds, because there are not enough businesses that intentionally work towards public benefits
(Muxaiinosa, 2016).

5. CONCLUSION

The need to take key legislative changes to become the strategic and policy measures in national
documents real mechanisms for promotion of social entrepreneurship in Bulgaria, as well as
the successful development of social enterprises also requires the establishment of sustainable
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partnerships between business and non-profit organisations and the public sector - partnerships
in which each of these actors recognizes their role in achieving socially important social goals
and is ready to invest resources for this.

The main recommendations for promoting social entrepreneurship include:

e Regulatory framework and institutions: Government policies to support social
entrepreneurship initiatives; they should include state (municipal) and private structures;

e Support: State and local self-government can facilitate the process, but the initiative must
come from the private sector;

e Models: The better option is for each organisation to develop social activities, albeit in a
smaller scope than to rely on fewer but larger social enterprises.

e Training: Creating a system of values should start from an early age. In this way, the desire
to develop social entrepreneurship will manifest itself as a necessity as a compulsory
element of the business organisation. Providing training on specific programs, events, etc.,
in which participants can join - to receive information, experience and results in their
development.

e Cooperation: State, local authorities and private producers to unite and create links to
support the development of social entrepreneurship; social entrepreneurs to unite in
associations by sharing experiences and ideas.

The National Policy for the Promotion of Social Enterprises should provide for specific
measures which, irrespective of their nature (legal, financial, administrative must observe and
achieve as a result the following principles:

1) Promotion and sustainability:

e support for social entrepreneurship should also include the release of a public resource
to support the activities of the social enterprises for dealing with social problems;

e the planning of objectives and expected results in order to provide a public resource for
the support of social enterprises should be done on the basis of a periodic assessment of
the environment, taking into account the specificities of the established practices and
models and their potential to work towards achieving social goals.

2) Equal treatment and reduction of administrative burdens:
e providing a package of incentives available to all forms of social enterprises;
e provision of fast and financially accessible administrative procedures.

3) Efficiency and Effectiveness:

e implementation of programs and measures after needs analysis, coherence and adequacy
of objectives;

e relevance of resource input to the result obtained - Clear assessment of financial and
social outcomes.

4) Coordination and decentralisation:

e establishment of mechanisms for participation of social enterprises in the planning and
evaluation of the social entrepreneurship policy at the national level;

e creating conditions for the development of social entrepreneurship at the local level,
according to the specifics and needs of the respective territory by involving the
municipalities in this process (through local and regional strategies).

5) Solidarity and partnership:

e creating conditions for interaction, consultation, open dialogue and sharing of

responsibility among all stakeholders.
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ABSTRACT

A stablecoin is an asset recorded and transferred on a distributed ledger technology,
implementing cryptography, and mirroring the value of a currency, commodity or other asset
with a relatively stable price. Stablecoins can be divided into Private Collateralized,
Algorithmic and Central Bank Digital Currencies. There are two types of algorithmic
stablecoins — over-collateralized and seigniorage based. Over-collateralized stablecoins are a
beneficial innovation in decentralized finance, as long as technical and regulatory risks are
observed. Seigniorage algorithms are economically flawed and their implementation is often
connected to eventual death spirals.

Keywords: Stablecoins, Collateral, Algorithmic, DAI, Maker Protocol, UST, Terra, Luna

1. INTRODUCTION

A decentralized cryptocurrency with a stable price is the holy grail of decentralized finance.
Bitcoin proponents predict the stabilization of the price of Bitcoin with great continuity around
the world, but in practice, as of 2022, the price of the first and largest cryptocurrency by market
capitalization is extremely volatile. This prevents its perception as money and means of
payment. That led to the emergence of stablecoins. This paper will attempt to classify the types
of stablecoins and the risks associated with them. This could help the adoption of safe
stablecoins. Also this classification could assist regulators in understanding the nature of
different type of stablecoins and help them regulate better the sector by providing clarity. It is
recommended to adopt regulation that allows different types of decentralized finance
innovations to flourish.

2. COMPARISON BETWEEN STABLECOINS

A stablecoin is an asset recorded and transferred on a distributed ledger technology,
implementing cryptography, and mirroring the value of a currency, commaodity or other asset
with a relatively stable price. The first stablecoin was initially released in 2014 under the name
Realcoin, now known as USDT. It was launched by the private company Tether Limited on
Bitcoin (Omni Layer Protocol). Later on, Tethers are issued on the Ethereum network as an
ERC-20 token and other networks — Tron, EOS etc. Tether and other privately issued
stablecoins manage to keep their peg by having cash and other real assets reserves with a ratio
of at least 1:1 — they are collateralized. Currently the largest market caps stablecoins are USDT,
USDC, BUSD and DAI. Tether is dominating the market with a 43% share.

Others

Stablecoins Market Dominance

DAI 5%
5%
BUSD
12%
‘gj uUsDT
. usDC
= BUSD
usbc m DAI
35% m Others

Figure 1: Stablecoins Dominance
(Source: Data from Coingecko, extracted 30/07/2022, Author Calculations)
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As of July 2022, the issuing and running of price-stable cryptocurrencies is a rather unregulated
activity around the world. Anti-money laundering laws compliance is pretty much the only
regulatory framework that is supposed to be observed by the issuers. In the EU and the US
regulatory framework is being discussed and will be implemented soon. The Markets in Crypto
Assets Regulation (MiCA) of the EU draft does not take into consideration the specifics of
algorithmic stablecoins —a more tailored approach should be taken towards them. Central banks
are also looking into possibility of issuing their own stablecoins known as “central bank digital
currencies” (CBDC). Since there are no existing CBDC-s this research will focus on existing
stablecoins and their design. This is how the stablecoins can be divided into:
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Private Collateralized . cBDC
Algorithmic
Collateralized v Seigniorage based
Real World Assets | Over-Collateralized l T T
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. Multi crypto Multi Single Collateralized No Collateral
assets + crypto crypto

Commodities RWA assets asset T H T
1 H da-pelgged

USDT,

usbc
BUSD,
USDP,
TUSD

XAUL,
PAXG

DAI
(2022)

Shut down

DAI, RSV,
MAI, RUSD,

SAl
LUSD,

(2018)

i
de-pegged
]

'

hJ

¥

FRAX

IRON

(2021)

UST,
ESD,
AMPL,
Basis,|
USNBT]

USDN,
uUsoD,
FEI

Figure 2: Type of Stablecoins according to the collateralization
(Source: Author creation using Lucid software)

Private collateralized stablecoins have some advantages over electronic money - instant
transfers worldwide, transparency of payments, ability to verify each transaction by anyone,
ability to be stored privately without the need for a custodian or intermediary. Their main
shortcomings are related to their centralized issuer — commercial companies, which de facto are
very similar to payment institutions for electronic money, but lacks regulatory control currently.
The issuers promise that for every asset they mint on blockchain (Radeva, 2022, p. 2) (l.
Popchev, 2021, p. 5) (Taneva, 2019, pp. 148-192) they will have collateral of at least the same
amount in fiat money, securities or other certificates of deposit. For proponents of
decentralization, the need for an issuer to control supply and maintain collateral is unattractive.
The possibilities for errors, abuses and force majeure situations are too great. There has been a
long-time trust issue about the reserves coverage of Tether and blockchain industry has been
trying to come up with a real-time reserves auditable stablecoin independent of the off-chain
world and regulatory means. A currency that would not trust in a centralized entity. That is how
algorithmic stablecoins gained popularity. Algorithmic stablecoins are one of the greatest
innovations is decentralized finance. They may be mainly divided by the mechanism they
preserve their stable value. Generally there are two big groups — algorithmic stables with
collateral and such without collateral.
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2.1. Algorithmic over-collateralized stablecoins

Algorithmic Over-collateralized stablecoins have collateral backing exceeding the nominal
value of the minted coins. Dai is the first and largest market cap example in this category. It’s
protocol is based on the Ethereum blockchain. In the crypto industry DAL is often considered a
“over-collateralized” stablecoin and not an “algorithmic” stablecoin, as the industry considers
“algo-s” those stable which have no collateral. This paper believes the right term for Dai is
“algorithmic over-collateralized stablecoin” due to the nature in decision for issuance of the
DAI — based on mathematical algorithm, no human decision. That is why this research labels it
as an algorithmic stablecoin.

2.1.1. Issuance of new units

The issuance of new units is not managed by a "central bank"”, company or individual but by a
system of smart contracts that are run in a decentralized manner. Like fiat money and private
stablecoins algo stablecoins have no formal maximum cap. However, they are only issued when
collateral is deposited in a “vault”. When the collateral is returned, the issued units are
destroyed. This happens automatically and independent of the identity of the requestor without
a need for permission, as long as the needed collateral is provided by the one requesting the
coins. The collateral is another volatile crypto asset with a high credit rating. This concept
resembles the gold-dollar standard, where every new currency is backed by gold. Moreover,
the algorithmic stablecoins that are minted are a form of secured credit. Whenever a person
wishes to receive newly minted coins, they must provide collateral in another crypto asset.
Initially, the first algo stable DAI accepted only Ether, but today there are new and new types
of collateral being accepted, including other stable crypto assets. DAI is overcollateralized
ranging between 101 to 185 % (according to the risk of the collateral)!. Experimentally, Dai is
also starting to accept collateral in real-world assets, which take up about 1% of all collateral
(Zach, 2022). The difference between the collateral and the minted coins serves as a cushioning
buffer in the event of a fall of the collateral price.

Collateral Amount x Collateral Price
Generated Stablecoins X 100

Collateralization Ratio =

Formula 1: Collateralization Ratio
(Source: Maker DAO’s Github?)

To some extent , the mechanism resembles repo transactions, where the borrower is financed
against interest. In repo transactions, the lender grants a credit line to the borrower in the form
of a purchase of securities with an arrangement for repurchase at a higher price. The loan is
secured by securities of a higher value than the cash received. If the borrower does not repay
the amount received plus interest, the lender has the right to liquidate / sell the securities and
be compensated with their value. The two transactions are also similar in that the borrower is
exposed to the risk of a change in the market price of the securities he holds, respectively ETH
with Dai. The mechanism by which the transaction happens is not just an automated process,
but also a completely decentralized one. The smart contract doesn't just lend money to the
borrower, it instructs its own "bank™ to issue newly created stable crypto assets and send them
to the borrower. The borrower, on the other hand, decides whether to enter into a relationship
with the smart contract. The “bank™ is simply a smart contract that can issue new cryptoassets.

! https://oasis.app/borrow
2 https://github.com/makerdao/community/blob/master/fags/liquidation.md

121



87t International Scientific Conference on Economic and Social Development - "Economics, Management, Finance and Banking" —
Svishtov, 28-30 September, 2022

It issues new units on demand and has no right to refuse to issue as many monetary units as it
has security for. On the other hand, in the relationship between MakerDAO and other crypto
protocols (smart contracts) for financing (credit), earning interest, currency exchange such as
Compound, Aave, Curve, linch, Uniswap, Yearn finance and others - MakerDAO can be
watched as the central bank issuing the new crypto units that enter the circulation of the other
protocols. The mechanism allows the issuance of new loans in the form of a stable
cryptocurrency without an intermediary and without the need to trust the borrower. This
happens thanks to communicating smart contracts that manage and execute the entire process.
Each loan is an individual smart contract that communicates through an algorithm with the
Protocol’s "bank". These individual smart contracts (safes or vaults) are numbered and are
called Collateralized Debt Position (CDP). The status of the smart contract responsible for the
Dai issuance and all Dai transactions can be seen at any time by anyone by simply searching
for the following address (in Etherscan): 0x6B175474E89094C44Da98h954EedeAC495
271dOF. Since the creation of Dai, more than 14 million transfers have been registered. Nearly
half a million addresses on the Ethereum blockchain own 6.8 billion DAL in circulation?®.

2.1.2. DAO governance

Since the whole process is autonomously run by an algorithm on a blockchain and not humans
and companies it is basically a Decentralized Autonomous Organization (DAO). We can
imagine the protocol like a decentralized bank owned by shareholders. The share is basically
another crypto asset with voting rights and volatile price. In the case of DAI, the Maker Protocol
has a native coin Maker (MKR). When there are profits the bank buys back the share and thus
increases its price — resulting in capital gains for the shareholders. (Initially 1 million MKR
were created, and today over 22 thousand have already been burned or over 2%). Shareholders
can votes on interest rates, changes to the protocol, new types of collateral, and other matters.
The weight of votes is determined in proportion to the volume of shares held by the voter. Over
86 thousand addresses own MKR, however the first top 100 addresses hold 83% of all MKR in
circulation.

2.1.3 How is the peg sustained?

We mentioned that the collateral is locked in the smart contract or the so-called safe (vault)
until the loan plus the interest is repaid. But what happens to the collateral when its market price
falls? In order to maintain the full collateral of every single unit issued, any safe whose coverage
falls (below the standards set by MKR holders in the case of DAI) is liquidated through
automated auctions. The liquidation price is determined by the collateral amount and and
liquidation ratio by the following formula:

Generated Stablecoins * Liquidation Ratio

Liquidation Price =
lquidation rrice Amount of Collateral

Formula 2: Liquidation Price
(Source: Maker DAO’s Github)

Liquidators buy the collateral at an auction at the highest bid price. The sale price is paid by the
winner of the auction to the safe and the coverage of the issued stablecoins is restored. Auction
participants have an economic incentive to initiate the auction and buy at the lowest possible
market price, making a profit on the difference. An example of large liquidations caused by a
drop in the price of Ether can be traced on April 18th, 2021. According to Statista, on April
16th, the ETH price reached its peak of $2,538, with the following days falling: on April 17th,

3 https://etherscan.io/token/0x6b175474e89094c44da98h954eedeac495271d0f
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it was $2,438 , and on April 18th it is $2,374. Here is an example that can be searched on the
Ethereum blockchain (etherscan.io is a search engine that gives access to all transactions).
Search for the following hash: Oxbld644ba47a7b29359fch7caad29d8df4e495d33bb5ffh68
bade88e72e771af7. With this transaction at block 12260840, the Liquidator paid back
2,935,983 Dai to Aave Protocol V2 by selling off 1,344 Ether held in the smart contract
(0x645E93859eC63aBe0c7fe74f17c07¢c236ee58799). The sale was made by swapping 1,310
Ether for 2,938,403 USDC on the Sushiswap decentralized exchange. According to Etherscan,
on the day of the transaction, the price of Ether was $2,240. Different exchanges have different
volume and order book, therefore a difference of 5-6% is not surprising given the high volatility
and therefore we encounter different historical statistics On June 13th, 2022 alone, Maker
Protocol has held 182 auctions and burned 35 million DAI “. In the last year, a total of 1,330
liquidations were carried out and collateral for $341m was generated, paying off debt for
$305m. 11.7% penalties were collected from the liquidations - $35 million, which are revenues
for the protocol and the DAO °. In case the collateral is not sufficient to cover the debt, the
buffer is used. If it is not enough, a Debt Auction is launched, which issues share tokens and
uses it to purchase stablecoin from the market. Subsequently, once the balance in the system is
restored, the Protocol automatically destroys the excess share units. The destruction is done by
means of a "self-destruct™ function - an operation at the Ethereum virtual machine level, using
negative gas, to clear data and free up space on the blockchain - stopping part of the work of
the smart contract. It differs from the "burn” command, where tokens are "burned" by sending
them to an address with no private keys available. Price Oracles are important for the
ecosystem. They provide real-time information on the prices of the collateral in each safe. This
is how the moment to start a liquidation by auction is recognized. The stability of Over-
Collateralized stablecoins can be preserved as long as the Protocol has enough time to launch
and execute the necessary liquidations. In case of instant drop of % of the value of a 130%
collateralized CDP there would not be enough time for the liquidation to take place and the
coins could loose their peg. This is the reason why stable cryptocurrencies — USDC and others
— have been added to the collateral basket of DAI. Initially, the collateral was only ETH.
Currently, 50% of DAI issued are backed by USDC ©. This could become a problem if the
company behind the USDC decides to freeze specific USDC units and make their use
impossible. Unlike public blockchain decentralized currencies like bitcoin — USDC and USDT
issuers have the ability and authority to freeze units. This is a risk that needs to be monitored
as it is likely to increase as more regulations and obligations are imposed on stablecoin issuers
to prevent crime. Over-collateralized algorithmic stablecoins have been tested numerous times.
Dai is the first algorithmic stablecoin that functions for a relatively long period of time with
numerous stress tests. A major smart contract crash spawned by an oracle crisis was seen
around May 2020 at Chainlink . Many projects had a hard time, but eventually Dai pulled itself
together and it was a successful stress test. As of 10/05/2022, Dai underwent a major test with
the drop of a lot of its collaterals prices. With large fluctuations in the crypto market on
09/05/2022, Dai fully maintained its peg, while UST value dropped to $0.6 and later on to
nearly zero. This is also due to Dai 's improved basket of diversified collateral 8compared to
UST. Market price is not a sufficient argument as to whether a stablecoin is stable or not.
Exchange prices are maintained by professional market makers, who provide liquidity (create
multiple buy and sell orders on both sides of the order book in a given range). If the market
maker is proficient - it doesn't matter if there is collateral at all for the given token, as long as

4 https://twitter.com/MakerDAO/status/1536770526064037888

5 https://maker.blockanalitica.com/liquidations/

6 https://daistats.com/#/overview

T https://www.longhash.com/en/news/3339/MakerDAO%E2%80%99s-in-Trouble-%E2%80%94-And-1t-Could-Shake-Up-
DeFi

8 https://daistats.com/#/collateral
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there is enough liquidity. In order to judge whether a given stablecoin is of high quality, the
mechanism of functioning of the collateral in all scenarios is important. To create the greatest
security, it is desirable that the collateral be highly diversified, as it is with Dai .

2.2. Algorithmic seigniorage stablecoins

Seigniorage based algorithmic stablecoins emerge mainly after Robert Sam's 2014 article - “A
Note on Cryptocurrency Stabilisation: Seigniorage Shares”. The word “seigniorage” translates
into the profit generated from the face value minus the costs associated with the production of
the new monetary units. The idea behind his work is to stabilize price by providing an elastic
supply of two assets (Sams, 2015, p. 3). One asset with a volatile price and another with a stable
price. When the stablecoin value decreases and increases the quantity of stablecoins is changed
proportionally to the value. “The idea is that an X% change in coin price, followed by an X%
change in coin supply, will return coin price to its initial value..” (Sams, 2015, p. 2). This
research believes that the system creates a vicious cycle in the long-run. The system of
seigniorage can only be maintained under the assumption there would be a never-ending
demand for the share token, which in reality might not be the case. The demand for the share
might be increasing or preserved in the case the market believes the price of the share would
go up or there is some other usecase for it. In the contrary scenario — if the market believes the
share is overpriced — no one would want to keep the share even if it is sold at a discount
(Freeman) (Coinsider). This eventually can drag both tokens to a death spiral, as we observed
the case with UST in May 2022.

2.2.1. Issuance of new units and preserving the peg

The integral part of the seigniorage system are a stablecoin and a “share” token. When the
stablecoins are minted the share are burned and the opposite. For every share in circulation the
Protocols allows the minting of the equal amount of stablecoins. What is important to remember
is that there is no real backing in the shape of collateral — the share token is not backing the
stablecoin — there is only manipulation of the quanity of both tokens via burning one agaist
minting the other. In the case of Terra Protocol these are UST and Luna. Both tokens were
developed by the same group — Terra and lie on the Terra blockchain (Evan Kereiakes, 2019).
The Anchor protocol (interest bearing deposit service, that provided a 20% fixed yield on UST
without a time lock) is a supplimentary part of the protocol, which incentivized the large
adoption and thus production of UST via extremly high unhealthy yields. This feature is not an
integral part of a seigniorage system. In that case, it led to making the system more inflated and
thus more fragile. The demand for UST is not constant and leads to fluctuations in the price of
UST on exchanges. When more people prefer other stablecoins the price of UST can go below
$1. If they want to use the Terra apps which promote UST then the price of UST can go above
$1 (Terra). In Figure 3 we see 3 alternative scenarios. Scenario 1 and 2 are how the protocol is
meant to recover the peg of $1 when demand and supply for UST are increased and decreased.
In the first scenario UST demand increases from DO to D1. This drives the price higher from
PO to P1. Luna is then burned, which drives Luna price higer from PO to P1. The respective
amount of UST is minted, increasing the supply from S0 to S1, which creates equilibrium in P2
back at $1. In the alternative situation where UST demand decreases (Scenario 2) the price goes
down from PO to P1 or $0.9. To bring back the price of UST, UST is burned and Luna is minted.
Since the supply of UST is decreased to S1, the new equilibrium price goes back up to P2. Luna
supply moves from SO to S1 and the price of Luna goes down from PO to P1 (from $40 to $30
—numbers are not realistic but just an example). This is how the system is supposed to mint and
burn token and simultanuosly keep the peg. What happens in reality though is Scenario 3. Luna
demand is significantly increased and the price ballons from $30 to $50. The investors hold
Luna initially and UST supply stays the same.
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In the third phase the investors change their feeling about Luna and their demand significantly
decreases driving the price down from $40 to $20. They start burning their Luna and minting
UST. Flocking investors to UST mint new UST and increase its supply
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Figure 3: Luna and UST Supply and Demand
(Source: Author creation using Lucid software)

exponentially from S0 to S1 driving down the equilibrium price to $0.6 and creating a de-peg.

The demand for the de-pegged currency goes down pushing the price of the stablecoin even
further to $.20 and eventually to 0.
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On Figure 6 we can observe how the share token (Luna) amount suddenly expanded to meet the
conversion of the stablecoin (UST), which suddenly shrinks once the peg breaks. Once the
market cap of the stablecoin (UST) becomes larger than the share (Luna) market cap (Figure 4)
- the death spiral is in play for both tokens and there is no return. UST Market cap cannot shrink
as fast as the Luna Price (Figure 5).

UST vs. Luna Market Caps
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Figure 4: UST vs. Luna Market Cap
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Figure 5: UST Market Cap vs. Luna Price (log. scale)
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Figure 6: Luna vs. UST token supply (log. scale)
(Source: Historical prices from Coingecko. Author calculations)
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Figure 7: UST vs. Luna Price (log. scale)
(Source: Historical prices from Coingecko. Author calculations)

The current research shares the opinion of Nevin Freeman (Freeman) and Coinsider
(Coinsider), who believe algorithmic stablecoins without collateral can thrive for a short period
of time in a controlled atmosphere of balanced supply and demand. Once there are big
discrepancies between the demand and supply theses systems tend to fail. This has been proven
more than once. Other such examples are IRON, ESD, AMPL and USNBT collapses.

3. RISKS ASSOCIATED WITH STABLECOINS

The current research finds the highest risks in the stablecoins sector are connected with
algorithmic stablecoins and their economical flawed model which can lead to a vicous cycle.
Private collateralized stablecoin issuers are also incentivized to print more coins that their
collateral, but if control is in place — this should happen rarely. For private collateralized
stablecoins the highest risk are technical exploits on bridges and mistakes and malicious actions
on their financial audits. Based on all previous observation we believe the following risks exist
to the functioning of stablecoins:

RISKS Private _ Algo Over_— Al_go _
Collateralized | Collateralized | Seigniorage
1. Technical La_yer 1 issues _ I(_)w me(_jium me(_jium
R'isk Bridge hacks and exploits high high high
Smart contract, Oracles low high very high
2. Regulatory Freezing of assets by Issuer low medium N/A
' Legal Uncertainty low high very high
3. Financial Mistakes high very low low
Audit Malicious action high low low
4. Ecological PoW resource consuming low-high high low-high
Collateral VValue drop low high N/A
Lack of liquidity low medium N/A
5. Market Lack of demand for shares N/A N/A very high
6. Criminal Sanctioned country low high very high
usage of the Money-Launderying low low low
stablecoin Financing crimes medium low low
7. Economical
model Bad incentives for players medium low very high

Table 1: Risks for the functioning of the Stablecoin
(Source: Author)
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For algorithmic collateralized stablecoins the highest risks are technical - smart contract,
bridge mistakes and exploits and their legal status uncertainty.

4. CONCLUSION

The research finds stablecoins are a positive innovation that can help the adoption of
decentralized governance via reduction of unnecessary intermediaries in the financial sector.
There are numerous risk factors that need to be observed when generating and distributing
stablecoins. The risks associated with seigniorage stablecoins tip the scales in favour of creating
regulatory framework that will focus on allowing the existence of over-collateralized
algorithmic stablecoin and private collateralized stablecoins. When it comes to seigniorage
stablecoins we are in favour of forbidding such protocols to brand themselves as “stablecoins”.
Private stablecoins and over-collateralized algorithmic stablecoins have their own risks but both
deserve their place in the future of decentralized finance.
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ABSTRACT

The article evaluates the dependencies and causality between socio-economic development and
the circular economy in the countries of the European Union for the period 2010-2019. The
indicators of the circular economy are recycling rate of municipal waste, generation of
municipal waste per capita, circular material use rate and trade in recyclable raw materials.
Socio-economic development is represented by two indicators, namely the Human Development
Index and gross domestic product per capita. The dependencies between indicators are
estimated using panel regression models with fixed and random effects. The causality of the
selected variables is tested using the Dumitrescu—Hurlin causality test.

Keywords: causality, circular economy, panel data, socio-economic development

1. INTRODUCTION

In recent years, the concept of a circular economy has gained increasing public significance,
considering the role it has on both sustainable economic development and the environment. The
transition to the circular economy is a necessary step, as intensive use of non-renewable natural
resources is considered worldwide, which leads to a number of environmental consequences.
At the core of the circular economy concept, it is the principle of the maximum efficient use of
resources and minimizing the negative impact on the environment, which is observed at the
individual stages of the product life cycle. The circular economy has been the subject of
research since the 1970s, when Bouding (1966) considered an economic model with circular
flows of materials and concluded that the economy and the environment should coexst in
balance because of the limitation of natural resources. The term "circular economy™ was first
introduced by Pearce and Turner (1990), who criticized the linear economic model because of
the negative consequences it had on the environment. This thesis has been also advocated by a
number of other authors (Nassar & Tvaronaviciené, 2021), (Andryeyeva et al., 2021), (Marino
& Pariso, 2021), (Androniceanu, 2019), according to whom the linear model is ineffective and
unsustainable due to the limited natural resources and increasing environmental pollution. In
contrast to the linear economic model, circular economy systems preserve the added value of
products as long as possible in order to eliminate the generation of waste. The specific
characteristics of the circular economy were presented by Stahel and Reday (1976), who
envisioned it as a closed loop with circulating resources, thus achieving resource efficiency,
creating new jobs, and reducing waste generated in the environment. At the core of the circular
economy, it is the reuse of resources, as well as the minimization of consumption and costs,
with the aim of achieving maximum economic and social benefits for society. In the beginning,
the concept of the circular economy was based on the 3R principle (reduce, reuse, recycle), and
the reduction mainly refered to reducing the amount of natural resources used, unnecessary
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production and consumption, but without affecting the quality of human life. The concept has
subsequently been upgraded to the 6R principle — reduce, reuse, recycle, redesign,
remanufacture, and recover (Jawahir, 1.S.; Bradley, R. 2016) and the presented principles
consider the circular economy primarily from the point of view of production processes, without
taking into account the need to change consumer behaviour and government policies. The latter
are included in the 9R model, in which the principles of the circular economy are presented in
a gradation as follows: refuse (preventing the use of raw materials), reduce (reducing the use of
raw materials), reuse (product reuse — second-hand, sharing of products), repair (maintenance
and repair), refurbish (refurbishing a product), remanufacture (creating new products from old
products), repurpose (product reuse for a different purpose), recycle (processing and reuse of
materials), recover energy (incineration of residual flows) (Van Buren N, Demmers M, Van der
Heijden R, Witlox F., 2016). The transition from a linear economic model to a circular economy
is promoted by a number of Europe-wide policies for the purpose of achieving sustainable
economic development. In this regard, a number of measures have been taken, including
legislative changes in relation to preventing the generation of waste and critical raw materials,
as well as improving the monitoring of circular economy indicators in the EU. In 2015, the
European Commission adopted the Circular Economy Action Plan (2015), which contains a
number of measures whose main objectives are related to increasing the socio-economic well-
being of society, environmental protection, increasing competitiveness and achieving
sustainable growth of the European economy. The aim of the research is to study the
dependencies and causality between socio-economic development and the circular economy in
the countries of the European Union for the period 2010-2019. The indicators that characterise
socio-economic development are the human development index (HDI) and the gross domestic
product per capita (GDP growth), and the indicators of the circular economy — recycling rate of
municipal waste (RRMW), generation of municipal waste per capita (GMWpc), circular
material use rate (CMUR) and trade in recyclable raw materials (TRRM). The information
support for the analysis is based on official statistical data from Eurostat. The structure of the
present work is as follows: after the introduction, the second section presents an overview of
research on the issue under consideration; the third section presents main methodological
aspects of unit root tests and main results of the econometric study of the dependencies between
indicators of socio-economic development and indicators of circular economy; the fourth
section presents the results of the study of the causality between socio-economic development
and the circular economy and the final section includes the summarised results of the conducted
empirical research.

2. LITERATURE REVIEW

The impact of circular economy indicators on the socio-economic development of the
Community countries is the area of research by many authors. In their scientific studies,
different time periods and groups of EU countries are covered, as well as indicators representing
different aspects of the circular economy, but the main results are identical — the circular
economy has a positive influence on economic growth. Chen and Pao (2022) conduct a study
covering 25 EU countries and the period 2010-2018. The results show that waste recycling rates
and investments related to circular economy have a positive effect on GDP, while material
recycling has a negative effect. Georgescu et al. (2022) on the basis of fixed effects regression
models conclude that the recycling rate of municipal waste, research and development
expenditure, and municipal waste generated per capita have a positive effect on economic
development in EU-28 countries in the period 2000-2018. Busu (2019) and Busu and Trica
(2019) find that the circular economy generates sustainable economic growth across the EU,
and with a 30% increase in resource productivity by 2030, GDP will grow by nearly 1%. The
authors reach similar results in another study: investing in recycling infrastructure and
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innovative resources is essential to protect the environment and achieve sustainable economic
growth (Trica, Banacu & Busu, 2019). Hysa, Kruja, Rehman and Laurenti (2020) find the
correlation between indicators for circular economy and socio-economic development in the
countries of the European Union for the period 2000-2017. The results of the econometric
models show a strong positive relationship, highlighting the crucial role of sustainability,
innovation and investment in zero-waste initiatives in promoting economic growth. Grdic,
Nizic and Rudan (2020) find that the application of the circular economy concept can provide
economic growth in EU countries, while reducing the use of natural resources and guaranteeing
greater environmental protection. In a significant number of scientific works, the causality
among economic growth, the human development index and indicators of the circular economy
are the object of research. For instance, Ferrante and Germani (2020), based on the Dumitrescu—
Hurlin causality test, establish a two-way causality between the circular economy on the one
hand, and the human development index, the population at risk of poverty and social exclusion
on the other. It has also been found that the circular economy affects unemployment, but not
vice versa. The availability of two-way Granger causality between municipal solid waste
generation indicator and economic growth indicator is established by Magazzino et al. (2020)
in a study of the environmental Kuznets curve in Switzerland for the period 1990-2017.
Gardiner and Hajek (2020) establish a short-term and long-term two-way causality between
municipal waste generation per capita and economic growth in EU countries. There is also a
two-way causality between waste generation, thermal energy and research and development
expenditure. Chen and Pao (2022) find that, in the short term, increased material recycling leads
to a reduction in waste generation, and an increase in waste generation leads to an increase in
circular economy investment. Economic growth promotes a circular economy in the short term,
but not vice versa. In the long term, there is a two-way causality between GDP and the circular
economy indicators studied. Georgescu et al. (2022) examine the causality between the circular
economy and economic development in the EU countries for the period 2000-2018 by
Dumitrescu—Hurlin causality test. The results show a two-way causality between economic
growth and recycling rate of municipal waste, as well as between generation of municipal waste
and recycling rate of municipal waste. A one-way causality is established from GDP per capita
to research and development expenditure and from GDP per capita to generation of municipal
waste per capita.

3. UNIT ROOT TESTS IN PANEL DATA RESEARCH

Over the last few decades, more and more econometric studies have been based on the use of
panel data, in which the stationarity of the output variables is often the object of study. In the
beginning, a database with a limited number of time periods (usually T covers 4 or 5
observations) with a sufficiently large number of cross-sectional units (N) that can be
represented as households, enterprises, regions, countries, etc., have traditionally been used.
With the development of information technology, which has led to the widespread use of online
electronic resources, the output data sets refer to increasingly large volumes both in terms of
time periods and cross-sectional units. All this, together with the emergence of contemporary
trends in the analysis of statistical information such as big data and data science, determine the
need to develop new indicators for testing panel unit roots.

3.1. A brief description of basic unit root tests in panel data analysis
An extensive review and comparative analysis of trends in the development of indicators that
can successfully test stationarity, respectively non-stationarity in the studied indicators in panel
data analysis was carried out by Barbieri (Barbieri, 2006). From the point of view of the
presumption of dependence or independence between cross-sectional units, there are two main
strands (generations) in the development of unit root verification criteria.
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The first strand is based on the presumption of cross-sectional independence between units,
while in the second strand, the hypothesis of dependence between cross-sectional units is
asserted.

3.1.1. The first generation of panel unit root tests.

In the first generation, two main groups are distinguished — criteria for checking for the presence
of a unit root (i.e. criteria for non-stationarity) and criteria for stationarity. The group of non-
stationarity criteria includes: the Levin and Lin criteria (Levin, 1993); Levin, Lin and Chu or
LLC test (Levin A. C., 2002); Im, Pesaran and Shin or IPS test (Im K.S., 2003) and criteria
based on the Fisher distribution (modifications of the Augmented Dickey and Fuller (ADF)
test) and the Phillips-Perron (PP) criterion, adapted by Maddala and Wu (Maddala, 1999) and
Choi (Choi, 2001). The stationarity criteria group includes the KPSS criterion (Kwiatkowski,
1992), adapted for the needs of panel data analysis by Choi (Choi, 2001) and Hadri's criterion
(Hadri, 2000). Here, it is briefly considered the essence of these criteria, which are used to
check for non-stationarity, respectively stationarity in the indicators of the circular economy
and the socio-economic development of the European Union countries, covered in the present
study. The null hypothesis for LLC is for the presence of a common unit root, while with the
null hypothesis under IPS and the criteria based on the Fisher distribution postulate that
individual unit roots are available at all cross-sectional units (series). The alternative hypothesis
under LLC states homogeneity, i.e. stationarity is observed in all series, while for IPS and
criteria based on the Fisher distribution in individual units a unit root may exist and for others
—not, i.e. there is heterogeneity. With the null hypothesis for KPSS and Hadri tests, it is stated
that there is stationarity in all cross-sectional units, i.e. there is no unit root in the studied time
series composed of all panel units, while the alternative hypothesis is for homogeneity, i.e. there
IS @ common unit root. The main advantage of the first generation tests is that they can be
applied to unbalanced panels where missing data exist, but for LLC and IPS tests additional
simulations are required. The advantages of tests adapted using the Fisher distribution include
the possibility to apply them to almost any standard unit root test and the possibility of using
different lag orders for the individual (for individual cross-sectional units) ADF criteria. The
main advantages of the stationarity criteria are that the moments of the asymptotic distributions
are obtained directly and are correct, and the risks of falsely rejecting the null hypothesis are
minimal, because when calculating their empirical values, both the number of time periods T
and the number of cross-sectional units N are asymptotically taken into account. However, it
has to be kept in mind that under certain circumstances, including small values of T, with
Hadri's criterion the probability of falsely rejecting the null hypothesis of stationarity, when it
is valid, is high (Hlouskova J. and Wagner, 2006). Disadvantages of the criteria based on
modifications using the Fisher distribution include the problems with unfounded rejection of
the null hypothesis in the presence of serial correlation in the residual elements and the fact that
the p-value is determined using Monte Carlo simulations. The main disadvantages of LLC and
IPS are several. Both criteria are based on the assumption of the same deterministic components
in all units, these criteria require a large enough number of cross-sectional units for their
empirical values to be correct, and their theoretical values are sensitive to the lag order in the
regression equations with which the individual ADFs are calculated. All non-stationarity
criteria from this generation suffer from a loss of power when the influence of time trend is also
taken into account in the models. Of the three criteria, IPS is the most powerful, and in the
presence of cross-sectional correlation, Fisher's criteria are more powerful than LLC. By
combining unit root tests and stationarity tests, a more efficient assessment of the stationarity
of the output data is achieved in panel studies.
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Three situations are possible: clearly defining the time series that appear to be stationary, clearly
defining the time series that have a unit root, and defining the time series for which it is not
possible to determine whether they are stationary or non-stationary.

3.1.2. The second generation of panel unit root tests.

In the second strand (generation), in which the hypothesis of dependence between cross-
sectional units is asserted, two approaches are applied: an approach to apply certain restrictions
on the covariance matrix with the residual elements used by Chang (Chang, 2002, 2004) and
an approach using the factor structure applied by Bai and Ng (Bai, 2004) by means of the
PANIC test, Moon and Perron (Moon, 2004), Pesaran (Pesaran, 2007) through the CIPS test,
etc. From the second strand, only the PANIC and CIPS tests included in the factor structure
approach are used in the present study. With the null hypothesis, both criteria postulate the
existence of a unit root for all cross-sectional units, and the alternative hypotheses are
heterogeneous. Pesaran (2007) proposes the cross-sectionally augmented Dickey-Fuller
(CADF) criterion, which is calculated as the average of the lag levels and the first successive
differences in terms of regression equations for the individual cross-sectional units. Along with
this, he also presents a cross-sectionally augmented IPS (CIPS) criterion, which is calculated
as the average value of the individual CADF-test results. In constructing the tests, the
hypothesis is supported that the random (residual) component in the regression models is
determined by a common, directly unobservable factor that reflects both the influence of the
cross-sectional correlation and the specific (idiosyncratic) component. With the "Panel
Analysis of Non-stationarity in Idiosyncratic and Common Components” (PANIC) approach
used by Bai and Ng (Bai et al., 2004), cross-sectional dependence is represented as a set of two
components — common and specific (idiosyncratic). The common factor applies equally to all
cross-sectional units, while the specific component is expressed in different effects for
individual cross-sectional units. Latent common factors and idiosyncratic disturbances are
estimated without being clear in advance whether they are stationary or non-stationary. At the
next stage, the number of independent stochastic trends determining the common factors is
determined. Testing for unit roots separately in the latent common and specific components is
done using the individual and summary estimates, rather than using the original (observed) data
or time series. The PANIC test has a number of main advantages. With it, it is possible to
determine whether the non-stationarity arises from a common or a specific source, it solves the
problems of unjustified rejection of the null hypothesis (size distortion), and as a general test it
has much more power than simple unit root tests, and in addition has good sampling
capabilities, even with a small number of cross-sectional units.

3.2. Testing for panel unit root of the indicators covered in the study

Before proceeding with the testing for non-stationarity of the studied indicators, it is necessary
to determine what deterministic components need to be included in the models. For this
purpose, it is good to visually examine the development of the relevant time series. Following
the dynamics of the studied indicators, presented in Table 1, it would be difficult to determine
any trend, since individual data fluctuate around a fixed number, symbolising the constant in
the regression models. However, following the dynamics of the studied indicators, which are
represented by their average values by individual years, an increasing trend can be clearly
observed for each of the six indicators studied. Considering these findings, the panel unit root
test is performed on the output variables applying two scenarios. In the first scenario, only a
constant is entered as a deterministic component in the models, and in the second scenario, a
constant and a time trend are entered. The results of the check for non-stationarity of the
variables covered in the study with the tests presented above are shown in the following table:
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First generation of panel unit root tests Second g(_eneratlon of panel
Variable Model unit root tests

LLC IPS ADF-F PP-F Hadri | KPSS-F CIPS MQC P2

GDP C -12.16 -5.85 136.23 | 113.17 5.29 135.16 -3.28 -15.48 2.03
growth CT -18.92 -3.75 146.28 | 119.56 | 10.35 128.95 -6.12 -19.21 -2.68
HDI C -3.98 2.70 40.21 62.33 9.81 204.37 -2.11 -16.02 400
CT -14.33 -2.12 104.30 | 141.31 | 12.92 136.05 -2.07 -19.24 -8.54

CMUR C -6.20 -0.95 75.08 63.99 7.30 161.68 -2.88 -16.89 +o0
CT -9.82 -0.89 79.83 94.12 12.09 137.02 -4.94 -18.23 2.48
GMWic C -3.31 -0.23 63.83 85.85 6.70 150.64 -3.55 -16.93 -0.93
CT -12.13 -0.83 76.38 110.25 | 11.12 152.14 -4.44 -19.03 0.62

RRMW C -9.63 -3.48 113.96 | 107.90 9.30 173.78 -2.39 -16.91 4.33
CT -16.84 -2.92 123.56 | 159.63 9.69 144.03 -11.76 -18.90 2.24

TRRM C -6.36 -2.13 83.34 79.29 6.10 150.60 -2.69 -18.46 +o0
CT -10.60 -1.43 91.23 84.06 12.10 137.81 -9.66 -18.69 6.64

Note: The designations in the table are as follows: C — the model being tested includes a constant; CT — the model being
tested includes a constant and a linear trend.

MQC denotes the test proposed by Bai and Ng (2004), which tests the number of common factors, and
P2 denotes the test for verifying the cointegration between the cross-sectional units, as in a model with a constant it is
denoted asPg, and in a model with a constant and a linear trend — as P7.

Estimates rejecting the null hypothesis at significance level a = 0.1 are marked in italics, in bold italics — the significant
estimates at significance level o = 0.05 and in bold — the significant estimates at significance level o = 0.01.

Table 1: Pooled unit root test statistics panels of indicators in the study
(Source: Authors' calculations)

Analysing the results of the time series checks using the stationarity criteria (KPSS, Hadri), we
find that, without exception, for all indicators, the hypothesis of stationarity cannot be accepted.
However, given the main drawback of this type of criteria, namely that in short time series, such
as the present case, they tend to unreasonably reject the null hypothesis, the logical argument
here is that they should not be relied upon. The situation with the other criteria from the first
generation is more diverse. With each of these, regardless of whether the model includes a
constant or a constant and trend when testing, stationarity is confirmed for GDP growth,
RRMW and TRRM. If a constant and a trend are included in the models, the stationarity (the
rejection of the unit root hypothesis) is confirmed by all the criteria, even for the HDI indicators
and for the CMUR and GMWpc, and for the last two, there is an exception only for IPS, with
which the null hypothesis cannot be rejected. If only a constant is taken into account in the
models, for the HDI, CMUR and GMWpc indicators, their categorical determination as
stationary or non-stationary is impossible. For unit root indicators of the second generation, the
situation is as follows. Using CIPS (under both scenarios for deterministic components in the
tested models) all indicators except HDI can be determined as stationary. With the MQC test
using the PANIC approach, the validity of 6 common factors for all indicators is established,
and the hypothesis of a unit root in the common factors is accepted for all indicators. This result
can also be questioned because in their study Gengenbach, Palm and Urbain (Palm et al., 2004,
p. 23) found that in panel data with a small number of time periods, unit root tests in the common
factor proposed by Bai and Ng (2004) have little power. This means that with them, the
probability of incorrectly accepting the null hypothesis is greater. Regarding the unit root in the
specific (idiosyncratic) component, using the PANIC approach, it is found that the unit root
hypothesis is rejected for all indicators except GMWpc. Based on the proposed unit root test
procedure for panel data with dynamic factors (See Palm et al., 2004, cited by Barbieri, 2006,
p. 45), when with CIPS and Pz the null pychotheses are rejected, and with MQC the hypothesis
of a unit root in the common factor is accepted, cointegration between cross-sectional units can
be expected. Considering the above findings for MQC, we can, with some uncertainty, assume
that all series are stationary variables, which allows to apply the standard panel regression
methods.
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Based on the recommendation given in the Gretl Manual, the selection of a suitable panel model
is determined by the number of cross-sectional units. In such a case, if the panel contains a
small number of units, such as the member states of the European Union, it would be logical to
use the fixed effects model, and when the panel consists of a large number of randomly selected
units, the advantage is in using the random effects model (Cottrell & Lucchetti, 2022, p. 206).
For the needs of the right choice, in the present case, three panel models are evaluated — pooled
OLS, fixed effects model and random effects model. Based on the results obtained, a series of
diagnostic checks are carried out to select the most suitable model. For the purpose, it is used
F-test for the null hypothesis that the cross-sectional units all have a common intercept, the
Breusch—Pagan and the Hausman test. Using the F-test, a choice is made between pooled OLS
and fixed effects model; with the Breusch—Pagan criterion, a choice is made between pooled
OLS and random effects model; and with the Hausman test, a choice is made between the fixed
effects model and the random effects model. Analysing the obtained results, the most
appropriate model in both cases (in the first case, the dependent variable is GDPgrowth, and in
the second case — HDI) turns out to be the model with fixed effects, which confirms the
recommendations made by Cottrell & Lucchetti, 2022. Model estimates are presented in Table
2.

Factor variables Dependent variables
GDP growth HDI
Const 4.401 -0.405
CMUR -0.002 0.003
GMWopc -0.002 0.020
RRMW 0.018 0.025
TRRM 0.013 0.005
Adj. R? 0.289 0.951
F (27,248) 3.31 65.91
15.45 786.56
Breusch-Pagan Hausman
g 22.17 17.104
Note: F denotes the test for joint significance of differing group means, which tests the adequacy of the pooled OLS model
against the fixed effects model, Breusch-Pagan denotes the LM-test for checking the adequacy of the Pooled OLS model
against the random effects model, and Hausman denotes the test for checking the consistency of the random effects model
versus the fixed effects model
Estimates rejecting the null hypothesis at significance level a = 0.1 are marked in italics, in bold italics — the significant
estimates at significance level o= 0.05 and in bold — the significant estimates at significance level o = 0.01.

Table 2: Results from Fixed effects estimator
(Source: Authors' calculations)

With F-test and LM-test of Breusch-Pagan, it is confirmed the advantage, respectively, of the
fixed effects method and the random effects method over the least squares method compared
to the pooled OLS method. With the Hausman criterion, on the other hand, it is found that the
fixed effects model is more appropriate than the random effects model. In the model with the
dependent variable GDP growth, only the coefficients before RRMW and TRRM are
statistically significant at the 1% significance level, and their signs are correct from the point
of view of theory, while the coefficients before CMUR and GMWopc are statistically
insignificant, and with a negative sign, which contradicts economic logic. In the model with the
resulting HDI magnitude, only the coefficient before CMUR is statistically insignificant. The
studied four factor variables account for about 29% of the variation in GDP growth, while in
terms of HDI, the variation is over 95%. This shows that the factors used have a significant
influence on the Human Development Index, while in terms of the GDP growth, their influence
is weaker, since more than 71% of the variation of the resulting quantity here is due to others
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not covered in the study indicators (variables). The insignificance of the coefficients in front of
some of the factor variables gives us reason to estimate reduced panel models without their
inclusion. The results are presented in Table 3.

Eactor variables Dependent variables
GDP growth HDI

Const 4.391 -0.403

CMUR - -

GMWopc - 0.020

RRMW 0.017 0.026

TRRM 0.013 0.005

Adj. R2 0.294 0.951
Note: Estimates rejecting the null hypothesis at significance level a = 0.1 are marked in italics, in bold italics — the

significant estimates at significance level o = 0.05 and in bold — the significant estimates at significance level o = 0.01.

Table 3: Final results from fixed effects estimator
(Source: Authors' calculations)

The elimination of the variables CMUR and GMWpc from the model with the GDP growth
dependent variables leads to an increase in the share of explained variation from 28.9% to
29.4%, which determines their removal from the model as appropriate. In the HDI model,
removing the CMUR do not change the proportion of explained variation in the dependent
variable. According to the obtained results, all factor variables in the reduced models have a
positive influence on the two dependent variables. A 1% increase in RRMW leads to an increase
in GDP and HDI by 0.017% and 0.026%, respectively, and that of TRRM — by 0.013% and
0.005%, respectively. It turns out that GMWopc has a statistically significant impact only on
HDI, as a 1% increase in the indicator corresponds to a 0.02% increase in the human
development index. To demonstrate the differences between EU countries in the effects of
circular economy indicators on socio-economic development indicators, the estimates of the
constant components for individual countries can be standardised by subtracting the lowest
value from each individual estimate (Kano, Ohta, 2005). The standardisation of the model for
assessing the impact on GDPgrowth is carried out in relation to Bulgaria, and standartisation of
the assessment of the impact on the HDI — in relation to Germany. The results show that there
are significant differences among countries in the effects of the studied circular economy
indicators on socio-economic development. The processes towards a transition to a circular
economy in Eire, Finland, Malta and Sweden are characterised by the highest efficiency in
terms of GDP, and by the lowest — in Bulgaria, Romania, Portugal and Hungary. In terms of
impact on the HDI, Malta, Cyprus and Ireland have the highest impact, while countries such as
Italy, the Netherlands and Belgium have the least impact.

4. STUDYING THE CAUSALITY BETWEEN SOCIO-ECONOMIC DEVELOPMENT
AND THE CIRCULAR ECONOMY

We examine the causality between economic development and the human development index
and circular economy indicators by the non-causality Granger test for heterogeneous panel data
models, developed by Dumitrescu and Hurlin (2012). The test is based on the Wald summary
statistic from the individual Granger causality tests. According to Granger, the procedure for
testing the existence of a causal relationship is to test the null hypothesis of the presence of
significant effects of the past values of the variable x on the present value of the variable y. The
alternative hypothesis of Dumitrescu—Hurlin test suggests that there is likely a causality for
some units, but not necessarily for all. The number of lags (K), which are included in the
regression equation is determined based on Akaike information criterion (AIC), Schwarz
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information criterion (BIC) and Hannan—Quinn information criterion (HQIC). It should be
noted that when determining the maximum number of lags, it is necessary to follow the rule
T > 5+ 3 * K. Given this, in the present study we include one lag in the construction of the
regression equations, which is the maximum allowable considered the duration of the studied
time series. Testing of the null hypothesis is based on W-bar, Z-bar and Z-bar tilde statistics.
According to Dumitrescu and Hurlin (2012), for a large number of units and relatively short
time series, such as the current panel, Z-bar tilde statistics gives the most reliable results, which
was established based on a number of Monte Carlo simulations. The results of testing for the
existence of a causality between the variables included in the final specifications of the two
regression equations are presented in Table 4.

Causality Z-bar tilde Causality Z-bar tilde
GDPgrowth - RRMW 2,916 (0,004) HDI - GMWpc 2,427 (0,015)
RRMW + GDPgrowth | 1,903 (0,057) GMWpc — HDI 6,765 (0,000)
GDPgrowth » TRRM | 0,999 (0,318) HDI —» RRMW 5,563 (0,000)
TRRM + GDPgrowth 1,119 (0,263) RRMW — HDI 3,767 (0,000)

HDI » TRRM 0,739 (0,459)

TRRM -+ HDI 1,556 (0,119)
Note: The values of the test characteristics at which the null hypothesis cannot be rejected at a significance level 0=0.05 are
marked in bold.

Table 4: Summary of the Dumitrescu—Hurlin panel causality test
(Source: Authors' calculations)

With regard to the model where GDP growth is the dependent variable, the results show the
existence of a one-way causality between GDP growth and RRMW, i.e. economic growth is
the reason for changes in the level of recycling of municipal waste. A two-way causality exists
between the human development index and two of the indicators of the circular economy,
namely: generation of municipal waste per capita and recycling rate municipal waste. A lack of
causation from economic growth and human development index to trade in recyclable raw
materials and vice versa is established.

5. CONCLUSION

As a result of the research, the following main conclusions can be drawn. First, there is a
positive dependence between the indicators of socio-economic development and the indicators
of the circular economy, and that of the circular material use rate is not statistically significant
in both regression equations. It turns out that GMWpc has an impact only on the level of the
human development index, and the dependence is positive. Second, clear differences have been
found in terms of the effects that the studied circular economy indicators have on socio-
economic development in the EU countries. Bulgaria is one of the countries where the lowest
efficiency is reported in terms of the impact of GDP and HDI on the processes of transition to
a circular economy. Third, socio-economic development is a prerequisite for efficient
management of municipal waste. At the same time, the amount of municipal waste generated
by the population can be considered both as a cause and as a consequence of the social
development of society. This result is expected given the fact that socio-economic development
is associated with the strengthening of urbanization processes, which means infrastructure
improvement, increased consumption and a corresponding increase in the amount of generated
waste.
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ABSTRACT

The objective of the paper is to present a discussion about the agile approach possibilities in
development of public policies and services and to outline the necessary changes in the
introduction of agile in the public sector. A qualitative analysis is performed, and the selection
criteria is related to the relevance of the agile methodology to organizational models in the
public sector. More specifically, a connection of the principles of agile management with the
development of public policies and public services is sought, where, it is most appropriate and
necessary to apply decentralized decision-making with consideration of the opinion of a wide
range of stakeholders countries. A comparative analysis is performed between the potential of
agile in the public sector and the organizational environment, as a basic condition for
recognizing the advantages of the methodology and its application. As a result of the qualitative
analysis, guidelines for integration of agile in the public sector were derived. Due to
bureaucratic constraints in the sector and a strong resistance to overturning the management
philosophy entirely in the direction of the agile approach, the foundations of a hybrid
management model are brought out. It takes into account the regulatory constraints of the
sector, but suggests interventions to create an appropriate organizational environment for
integrating agility. Some ideas for future research on the topic are derived, incl. for a possible
hybrid model of implementing agile in government.

Keywords: Agile, hybrid management model, public sector organisations

1. INTRODUCTION

Agile is an innovative working approach that entered the IT industry widely in 2001 and since
then has continuously expanded its areas of application. In summary, it is characterized by
small, autonomous teams that communicate with customers or users of the product or service
being developed. In this way, the team gains (first-hand) knowledge of the requirements directly
from the users, rather than from detailed documentation. Thus, the development process starts
not with detailed task planning, as in traditional approaches, but with a general description of
the requested functionality, which is then discussed, broken into parts, and each part is
developed in a separate cycle called a sprint. The principle of operation is a gradual iterative
construction of the final product, which in the IT sector is usually expressed in continuous
improvement of the required functionality through code development. The differences between
agile and the traditional approach are well described in the literature, but in view of the context
of this article, the basic working principle will be mentioned here. The traditional approach,
also known as the waterfall model, is hierarchically organized. The traditional project objective,
breaking down and addressing the activities, timelines, resources, etc. are planned in advance
by the project manager or product owner and the tasks are assigned to the implementation team,
i.e. the leading principle is top-down. In agile teams, the approach is bottom-up, i.e. the team
independently decides how to work, in what sequence, cycles, duration (what rhythm), etc.

140



87t International Scientific Conference on Economic and Social Development - "Economics, Management, Finance and Banking" —
Svishtov, 28-30 September, 2022

Agile is gradually spreading in many IT companies, which is not accidental. A study found that
agile projects have four times more successes and one-third fewer failures than traditional
projects (Serrador, Pedro, and Jeffrey K. Pinto, 2015). Furthermore, the concept of agility has
evolved (Mergel, 1., S. Ganapati, A. B. Whitford, 2020) and extends to ever larger scales at the
organizational level, while at the same time entering other, "atypical” sectors. The public sector
is no exception, with agile now being used not only in software production teams, but also in
other non-IT activities. In other words, agile has long been more than just a modern way of
designing and implementing working software. It is a holistic approach, a philosophy through
which organizations can develop innovative ideas, improve management and achieve better
results. With all sectors currently undergoing digital transformation to one degree or another,
it's no surprise that the adoption of agile is growing steadily. For example, in the financial and
insurance sectors, in healthcare, in defence, in central and local administration, a number of
systems, processes, products and services need digitalisation. In the process of transformation
of internal and external processes, corporate IT departments are built, and many of them at
some point move to an agile organization. The reasons for this are common knowledge: an agile
development cycle allows projects to be designed and executed more quickly; they are better
quality because they are more responsive to changes in the environment or customer
preferences. The process of transfer from a traditional to an agile working model in the public
sector is not easy. The very idea of supporting innovative teams in a strictly hierarchical,
bureaucratic environment is more than challenging. The objective of the paper is to present a
discussion about the agile approach possibilities in development of public policies and services
and to outline the necessary changes in the introduction of agile in Bulgarian public sector. On
this basis, some ideas for future research on the topic are derived, incl. for a possible hybrid
model of implementing agile in government.

2. METHODOLOGY

To carry out the research activity, an extended search of scientific articles was carried out in
publications referenced and indexed in the world databases Scopus and Web of Science. Only
publications that meet the metadata criteria in the title, abstract and keywords: agile, public in
the category Public Administration, Document type Article are the included. Some of the
articles were dropped because they do not correspond to the concept of agility in the broad
sense of the term or only indirectly affect the work of public administration. The papers were
subject to a qualitative analysis with an emphasis on the vision of the applicability of agile in
public sector. A qualitative analysis was performed, and the selection criteria were related to
the relevance of the agile methodology to organizational models in the public sector. More
specifically, a connection of the principles of agile management with the development of public
policies and public services is sought, where, it is most appropriate and necessary to apply
decentralized decision-making with consideration of the opinion of a wide range of
stakeholders countries. A comparative analysis was performed between the potential of agile in
the public sector and the organizational environment, as a basic condition for recognizing the
advantages of the methodology and its application. As a result of the qualitative analysis,
guidelines for integration of agile in the public sector were derived.

3. THEORETICAL FUNDAMENTALS

Agile methodology is based on the theory of complex adaptive systems (TCAS). It originated
in the natural sciences and helps to explain the behavior of nonlinear dynamic systems
consisting of many interacting elements that must adapt to a changing environment (Sweetman,
R., K. Conboy, 2018). The theory sees adaptation as always occurring as bottom up. In the
literature, there are different approaches to using the Theory of Complex Adaptive Systems,
but in general, in most cases, it includes “agents, the environment, interactions, feedback loops
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and emergent system-level properties” (Sweetman, R., K. Conboy, 2018). Agents can be either
individuals, teams, or even programs and projects. The choice of who the agents are depends
on the research objectives and hypotheses and also on the scale of the analysis. Agents can be
individual participants, members of a team, but if the analysis covers the whole industry, it can
be the individual organizations. Six key properties that agents in CAS should exhibit have been
identified in the literature. Agents in complex adaptive systems are capable of self-organization.
They share an understanding of what the overall goal of the system is. They have some degree
of autonomy.They are adaptable to the environment. They have the requisite variety for their
environment. Finally, they exchange resources in pursuit of their own goals (Holland, 1992)
(Sweetman, R., K. Conboy, 2018). These properties cover the principles of the agile
phenomenon and allow a deeper understanding of its capabilities and also of the direction in
which research should be carried out in the future.

3.1. Stages in agile development - a literature review

The literature review on the spread of agile methodology follows the natural course of
development of practices that first entered the IT sector and later also other industries. Early
research focused on the introduction of agility in small teams, and the challenges they face are
related to team member motivation (Conboy et al, 2011), overcoming stress and resistance to
changes (Tolfo et al, 2011) unsuitable organizational environment, etc. Among the most
important factors for a successful transfer to an agile methodology is the need for organizational
maturity not only at the team level, but also at the management level. It is indicated that the
management of the company should support the changes in the processes (Boehm B. and R.
Turner, 2005) — by accepting the rejection of detailed documentation and traditional control,
allow the transition to decentralized decision-making, support new ways of communicating
with customers, etc. It is also necessary for the management to create conditions for adequate
training of the teams (Asnawi et al, 2011), for the implementation of knowledge transfer and,
last but not least, for an appropriate system of evaluating achievements in an agile team. The
second stage of research focuses on problems with the implementation of agile not only in
individual, single projects, but in a portfolio of projects or larger systems at the organizational
level, i.e. scaling agile. Assessments of agile's effectiveness here are somewhat conflicting. On
the one hand, there is an improvement in results - for example, higher customer satisfaction,
optimization of costs and time. At the same time, however, integrating agile practices into
traditional systems causes disturbance and resistance in organizations (Nuottila et al, 2016).
Agile teams usually have to interact with unagile ones. (Lindvall et al, 2004). For example, the
HR Department operates following traditional personnel management models, but at the same
time has to serve agile teams, incl. to provide conditions for personalized training when
necessary. This creates tension in the system and requires additional coordination and
integration efforts. Lindvall and co-authors report controversies and tensions in quality
assessment (Lindvall et al, 2004). In large companies, it is traditionally carried out centrally
through various standards and evaluation systems. This is contrary to the agile methodology,
where product or service quality is assessed at the end of each iteration, in small steps in the
development process. Most often, this contradiction leads to the application of dual control -
both centralized and decentralized, which makes the results more expensive and can demotivate
the participants (Lindvall et al, 2004). A qualitative breakthrough in the development of agile
is its application in a broader sense of the concept, when it is applied to non-typical (non-IT)
products and services. This spread is a true testament to the validation of a well-functioning
methodology that finds wide application beyond the original intentions of its creators. The most
profound arguments for this can be seen in the development of public policies and in the
provision of public services. The public sector manages the most important systems for the
functioning of society, for the development of which adequate public policies should be
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developed and implemented. Until now, the traditional approach to policy development is
defined as a linear process, i.e. it covers a series of sequential steps. It is carried out by the "top-
down" method, i.e. it is hierarchical, with major decisions being made at the top, and tasks being
performed from the lower levels. Decisions are preceded by analyzes of professionally engaged
experts. However, it is well known that policies do not always achieve their goals, even in the
best performing and transparent administrations. Irrational decisions are made (Howlett, 2014),
non-working reforms are initiated, for which unjustified budgets are spent. New Public
Management (NPM) tries to modify the process by introducing some new elements. It relies on
decision-making methods adapted from business to the public sector. The involvement of a
larger number of interested parties is encouraged, by developing various tools for their
participation and to achieve representativeness. However, the NPM fails to sufficiently improve
the quality of the developed policies. Agile brings a new perspective to the policy development
process. Instead of being linear, this process now becomes cyclical, where improvements are
achieved through successive iterations. Validation also happens in small steps, with users
providing feedback. In addition to public policies, agile is also applied to the development of
public services. Traditional method of developing public services is usually implemented
through a centralized service design that follows the well-known linear model. In this approach,
through the means of analysis, organizations try to understand what problems society is facing
and then seek to create or design some kind of service to meet the identified needs. Most often,
this is done without detailed testing (for example, by polling the recipients of the service), which
IS why it may not lead to the desired effect (Peristeras, V., Tarabanis, K., 2008). At the same
time, when inconsistencies exist, they manifest themselves from the bottom up, i.e. it is the
users who identify the imperfections of the offered service. In the context of agile, the
traditional approach seems hopelessly outdated (McBride et al, 2019). An agile approach to
developing public services requires reversing the process. In general, this means interviewing
the owners of the process on the one hand, and the service users of that process on the other
hand. (Mergel, I., S. Ganapati, A. B. Whitford, 2020). In this way, the type and nature of
inconsistencies (bugs) can be seen much more clearly and user-centric (rather than
administration-centric) service delivery can be implemented. The approach also allows good
practices to be identified and documented so that they can be continued in the future. Equally
important in this process is the involvement of low-level employees in the design of public
services. This improves their responsibility for quality and their commitment to the organization
through participation.

3.2. Integrating agile in the public sector

Creating an agile team in a public sector organization can be seen as creating a startup
(Lindquist, E., M. Buttazzoni, 2021). In this connection, the question of what results are
expected from such a niche (agile team) becomes particularly interesting. The result may be a
prototype of a public service, a proposal for a new policy or for a new internal process, but they
will not be in a finished form, i.e. they will need to be further developed and validated, and with
the help of other parts of the organization that are not agile and are accordingly dominated by
hierarchical values and practices. Collaboration with these parts is an issue on which future
research efforts can focus. Well-functioning techniques for initiating flexible projects in public
administration include: development of a pilot project for building an agile team; gradual
adoption of agile techniques as alternatives to traditional development; observing other
institutions that use agile practices; and reconfiguration of internal processes to give the team
autonomy (Rosa, M. da, E. Pereira, 2021). Implementing agile in the public sector as a model
of adhocracy (as opposed to bureaucracy) in well-ordered, if not always efficient, public
structures is a difficult process. Sometimes it's like ,,pulling against gravity* (Bakvis, H., and
L. Juillet, 2004).
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That is why agile teams in the public sector must find a way to co-exist with others, to integrate
with them (Lindquist, E., M. Buttazzoni, 2021). Agility is a mindset that initiates cultural
change in bureaucratic command and control organizations (Mergel, 1., S. Ganapati, A. B.
Whitford, 2020). While in traditional organizations the results are reports, in agile ones the
results are satisfied users whose problems are solved. It is also clear why the problem occurred
and how it was solved. This process is transparent, not because it is included in a report, but
because it was decided by stakeholders (Mergel, 1., S. Ganapati, A. B. Whitford, 2020). Agile
develops a culture within the organization that values individual contribution. In this way,
employees become more responsible, engaged and empowered. A fundamental condition for
agility is overcoming the culture of penalty for mistakes made. On the contrary, it is believed
that administrations that make mistakes in the process of the first iterations learn faster and are
better equipped to make improvements. That is why public managers should abandon the
culture of zero failure so that employees are free to make mistakes (Mergel, 1., S. Ganapati, A.
B. Whitford, 2020). As part of the agile culture is also the way of decision-making, which
should be consensual. This means a new leadership style and even empowering the non-leaders
(Mergel, 1., S. Ganapati, A. B. Whitford, 2020). The result is stronger job performance, job
satisfaction, and commitment to the organization (Lee, Allan, Sara Willis, and Amy Wei Tian,
2018).

4. STRATEGIC GUIDELINES FOR INTEGRATION OF AGILE IN THE PUBLIC
SECTOR IN BULGARIA

The public sector in Bulgaria operates in a strictly determined environment in terms of
information flow and reporting levels, and is normatively regulated regarding the functions
performed. Every single work process is characterized by a beginning and an end, i.e. the
outcome of the process is clear. In a large part of the administrations there are functional
characteristics at the level of unit, department, directorate, and in all administrations and for
each position there are job characteristics describing the commitments. In practice, this means
that it is clear who does what in terms of the execution of each individual sub-process, be it
related to the performance of an administrative service, or be it related to an internal
organizational activity. In addition, the presence of a large number of internal rules,
instructions, guidelines, etc. further specify and parameterize the processes and their course. In
general, in the public sector in Bulgaria, work is standardized, i.e. processes are far from the
understandings of agility developed above. Of course, without completely denying the need for
regulation, it is important to note that the continuous pursuit of standardization leads to the
depersonalization of employees, in terms of innovation, creativity and autonomy at work. This
reduces the effectiveness and efficiency of the sector and declines the motivation of the public
to support and work in partnership with the authorities. These core features are largely at odds
with agile principles. The need to implement agile is associated with dynamically changing
environmental conditions that place new demands on public services provided, processes
implemented and public policies implemented. Increasingly, processes are seen as multi-level,
multi-participant intensified feedback systems (Lehman, 2001). It is the rapid and directly
addressed feedback and the dynamics of iterations that are at the heart of the application of the
methodology. The bottom-up approach in the public sector was sporadically applied even
before the introduction of agile as a management methodology. It is usually related to civic
participation and initiatives, such as public councils, forums, youth centers, etc. formal and
informal structures. In Bulgaria, their activity is not high. Most often they perform monitoring
functions or are partially involved in policy development. Nevertheless, there are enough
practices of successful initiatives at the local level, which have been carried out with wide
participation and the local authority has created suitable conditions for their implementation.
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This can be taken as indirect evidence that in the public sector in Bulgaria there is space for
implementing agile practices. This potential should be developed at the organizational level,
for which some efforts are needed. Effective agile practice is based on a framework of guiding
principles (Augustine, 2005), that should be the subject of focused efforts at the organizational
level. On this basis, the following measures for the transition from traditional to agile
management can be formulated (Table 1):

Specifics of workflow execution
g_ Waterfall Agile management Transition from Traditional to Agile management
a
A team is missing. There are individual | Limited minimum team or working group | Efforts to promote teamwork in the organization by
officials who, within the scope of their | size. Self-organization is leading, close | enforcing an organizational culture that encourages an
duties, perform a set of work operations, | interaction and cooperation within the team | agile approach to work.
following an express order - written or | and with employees external to the team, | Level of change: organizational
verbal.  Strict adherence to  job | without observing narrowly scheduled job | Level of intervention:
< responsibilities. Individual performance | commitments, but with specified clear roles | individually
g without interaction. and responsibilities. Measures: training of management positions in the
£ organization; mentoring in the initial implementation
2 of tasks in a team.
Strict  adherence  to hierarchical | Optimal internal communication channels, | Building a communication culture to optimize the
s communication and reporting channels. | without following a strict reporting | communication flow.
=] Cumbersome procedures for providing | hierarchy. Maximum transparency and | Level of change: organizational
2 information between employees and units. | accessibility of information. Level of intervention:
2 structural unit
£ Measures: introduction of control points to minimize
S the risk of unregulated leakage and loss of information.
Each member of the team or work group is | Each member of the team or work group is | Encouraging commitment to the organization and
solely committed to the outcome of their | committed both to the outcome of their | clarifying everyone's individual contribution to
operational task, without subsequent | particular engagement and to the final | achieving its goals.
commitment and interest in the final | outcome of the entire process. Level of change: organizational
- outcome. Entrainment is a permanent process and | Level of intervention:
E Participating work ends at the operation | involvement does not end until the overall | individually
3 level. Lack of autonomy and creativity at | task is accomplished. This approach ensures | Measures: investments in personnel and talent
s work. Strict compliance with internal | the autonomy and creativity of team | development, incentives, clear rules for career
i regulations and practices. members. development.
Vague and complicated rules, numerous | Clear and simple rules of work that are | Reduction of bureaucracy and reduction of the internal
internal regulatory documents, often with | known to everyone in the team. A minimum | regulatory framework. Providing intuitive digital tools
" contradictory instructions. Not knowing | set of rules, instructions, guidelines. Easy to | to find information about process requirements.
< the requirements in full due to high volume | work with the rules and quick orientation | Level of change: organizational
< and difficult accessibility. Review on | when making decisions. Ongoing review | Level of intervention:
g request of the regulatory framework or | and adjustment of rules for work-driven | structural unit
> control authorities and correct, supplement | simplification and improvement. Measures: clarifying and simplifying the regulatory
E’- and expand the rules, leading to framework at the organizational level and ensuring
5 complexity and bureaucracy. quick and easy access to it.
Exchange of information upon express | Intensive exchange of information that is | Improving the information culture of employees and
5 instruction, provided in a pre-approved | open access. The participants in the work | encouraging knowledge sharing.
= order. There is no system for sharing | process benefit from the power of | Level of change: organizational
£ knowledge, it is transferred by chance or | knowledge, regardless of its source. Level of intervention:
g on the initiative of potential talent in the organizationally
o organization. Measures: introduction of a digital knowledge
5 management system and provision of open, non-
8 hierarchical access to information related to a
< performed task.
Total control, significant intervention, long | Light-touch ~ management  style, no | Liberal management style, stimulating rapid
™ line of hierarchical reporting and decision | cumbersome control procedures, minimal | adaptation to changing environmental conditions.
% making for action. intervention, clear tasks, quick and informal | Level of change: organizational
= feedback. Level of intervention:
g structural unit
g, Measures: minimization of institutionalized control
§ mechanisms and stimulation of self-control and
S decision-making autonomy within the given powers.
Institutional leadership based on normative | Adaptive leadership - based on "systems | Formal leadership based on informal leadership
regulation and established hierarchical | thinking" to understand the internal forces of | criteria. Observance of the normatively regulated order
relationships. ~ The  processes are | the process. For example, events are | while respecting organizational freedom.
understood from the point of view of the | understood in terms of their patterns or | Level of change: organizational
existing practice and normative regulation. | common elements that recur under different | Level of intervention:
This management approach is based onthe | circumstances. This leadership approach | individually
system order in the organization, which is | balances on the edge of chaos (according to | Measures: implementing an appropriate tone at the top
._g typical of systems with large structures that | the concept of complexity theory). and supporting activities to transform formal leaders
2 are rigid and bureaucratic. into informal ones through direct involvement and
3 commitment to teamwork, stimulating interaction and
g team building.

Table 1: Integration of agility in the public sector organisations

(Source: the authors)
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Traditional management may have exhausted its potential in terms of value creation for public
sector organizations. In the conditions of a dynamically changing environment, the
implementation of new principles for working in private sector and the development of ICT, it
is appropriate to look for modern solutions for the public structures. It is indisputable that a
complete integration of agile principles and practices is not possible due to the specifics of
government functioning. For this reason, it is necessary to make a thorough analysis at the
organizational level of what is possible to be implemented and in what way it is appropriate for
this to happen. It is hardly possible to completely change and overturn the management
philosophy entirely in the direction of the agile approach, but it is quite realistic to lay the
foundations of a hybrid management model that takes into account the regulatory constraints
of the sector.

5. CONCLUSION

The public sector still lags behind compared to business in terms of applied management
approaches and models. To a large extent, this is determined by the highly regulated
environment in which it operates, as well as by the complexity of organizations as systems for
ensuring public policies and providing public services of common interest. The agile approach
works in a number of sectors and has demonstrated good results. Administrations are not closed
structures that do not interact with the environment. On the contrary, precisely because of their
great importance for the community, it is necessary to create a culture of transfer of
management practices that can improve the quality of the sector's functioning. In practice, most
administrations combine in some hybrid form hierarchical and liberal models of governance.
Examining their success requires research efforts related to both governance models and the
measurement of factors and effects of their implementation. The strong bureaucratization of
work processes for the most part stems from accumulated experience and consolidated
practices, recorded in a number of internal documents for the organization - rules, instructions,
procedures. It is a fact, however, that the national legal framework is sufficiently liberal and
leaves freedom of choice of management model. Evidence for this statement, for example, is
the different economic development of a number of municipalities with similar characteristics,
which comes to show that the approaches to providing public services to citizens and businesses
and to conducting public policies largely depend on the management team and the so-called
“tone at the top”.
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ABSTRACT

This paper explains why the world's economies suffered higher inflation rates after the
coronavirus pandemic. It was expected that deflation and recession would hit the economy;
however, supply-side effects and government monetary and fiscal policy responses managed to
maintain a relatively solid aggregate demand, ultimately causing high inflation. As a result, it
was found that the US economy has grown around 5.7 percent in 2021, making it the highest
inflation rate since 1984. Furthermore, the paper highlights another significant reason for such
high inflation is the low-interest rates given by the US and UK central banks. While those
impacts were significant, the research shows that the global supply chain crisis caused a
significant decline and even halted electronics production, leading to increased prices due to
the scarcity of the products. Moreover, the paper shows that the Russia-Ukraine war had a
significant role in the world's inflation, especially in Europe. It was seen that since Europe
imports much of its oil and natural gas from Russia, energy prices rose exponentially as the
conflict continued. In addition, more European countries have sanctioned Russia since its
invasion by banning exports or raising import tariffs, reducing supply and worsening inflation.
The war has also devastated Ukrainian agriculture, driving up food prices. Lastly, the paper
states that while there is contradicting opinion on what the inflation rate will be in 2023, most
forecasts predict that the inflation rate would decrease to a level of around 2.6 percent in 2024
or in the long term.

Keywords: COVID-19, economic crisis, global economy, inflation, pandemic

1. INTRODUCTION

COVID 19 has severely impacted most of the world’s economies over the past few years. Many
economists predicted that COVID-related disruptions to demand would cause deflation. Most
importantly, as authorities mandated more quarantines and lockdowns, consumption spending,
the largest part of aggregate demand, was expected to decrease significantly. Secondly,
economists expected that governments would implement trade restrictions, reducing overall
trade levels. The broad reduction in aggregate demand would tend to cause recession and
deflation, absent any supply-side effects. However, it turned out that supply-side effects have
been important, and government monetary and fiscal policy responses managed to keep
aggregate demand relatively robust. This has caused high inflation in many of the world’s
leading economies, as seen in the graph below.

Figure following on the next page

148



87t International Scientific Conference on Economic and Social Development - "Economics, Management, Finance and Banking" —
Svishtov, 28-30 September, 2022

Change in consumer prices from a year earlier

— Euro area — United States United Kingdom

+10%

N

Y v
2020 2021 2022
Note: Euro area and U.K. data are Harmonised Index of Consumer Prices. U.S. data is the Consumer
Price Index excluding owners' equivalent rent Sources: U.S. Bureau of Labor Statistics, O.E.C.D.,
Eurostat By The New York Times

Figure 1: Change in consumer prices from a year earlier

2. EXPANSIONARY FISCAL POLICY

Rather than deflation, inflation has surged in most developed countries in 2021 and 2022,
especially in the USA and Europe. One cause has been expansionary fiscal policy, shifting the
aggregate demand curve to the right. “The [US] economy grew 5.7% in 2021, the strongest
since 1984, as the government provided nearly $6 trillion in pandemic relief” (Mutikani, 2022).
The economy grew in the short run because of this fiscal stimulus, but one consequence has
been inflationary pressures resulting from expansionary policy. This includes increases in
government spending, but perhaps more importantly decreases in net taxes from sending
consumers stimulus checks and extended unemployment benefits. These provided higher
disposable incomes and increased the consumption portion of aggregate demand. Besides the
USA, the EU also pursued expansionary fiscal policies. In general, they were pretty similar to
those of the USA, but the overall amount of financial subsidies and recovery funds proved much
smaller. For all of the member states added together, the total amount financial support was
around 2300 billion pounds, which also included subsidy packages for all businesses and
workers amounting to 540 billion pounds. As these stimuli were spread across all the EU, each
individual country received much less from subsidies and federal emergency financial support
than the USA did, which explains why the EU had relatively moderate inflation rates. In
addition, since the EU expanded its budget too, this would spur a higher inflation rate, as well
as more debts across the Euro zone.

3. EXPANSION MONETARY POLICY

Monetary policy, particularly in the USA and the UK, has also been strongly expansionary.
(The Euro zone did not reduce interest rates much because they were already in negative
territory and could not feasibly lower rates further). As shown in the graph below, both the US
and UK central banks reduced interest rates to near zero within the first couple months of the
pandemic, which had the effect of stimulating both investment and consumption, shifting
aggregate demand to the right. As we can see from the federal funds rate graph below, both the
US and UK dropped their federal funds rates significantly just about one month after the
COVID-19 hit most countries and quarantines took effect. Governments were trying to
encourage consumer spending in order to boost real GDP.
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4. SUPPLY CHAIN ISSUES

On the supply side, there has been a negative shock for several reasons. First, there have been
ongoing supply chain issues, because of different COVID-related policies, such as reducing
international travel in order to lower the risk of international COVID transmission, shutting
down of factories and industries when there were lots of confirmed cases, mandatory
quarantines, and so on. These all proved detrimental to global trade and the interdependent
supply chains for all countries. Many major ports around the world also shut down to help
prevent the spread of the virus through shipping cargoes.

4.1. Semiconductor

Another aspect of this global supply chain issue is that there is a major component for most
electronics during the pandemic, and that is the semiconductor. The global supply chain crisis,
during the pandemic, would especially disrupt a major component in electronics: the
semiconductor. Semiconductors, including microchips, are mostly manufactured in China.
Since COVID-19 broke out first in China, it was also the first country to start shutting down
factories in order to curtail further spread of COVID. As more and more semiconductor
factories and major ports in China shut down, it caused a decline or even halt in production of
other products. Semiconductors are vital for any electronic product, and scarcity of
semiconductors can cause production halts in several sectors. These include automobiles,
airplanes, toys, computers, etc. (Supply Chain bottlenecks and inflations: The role of
semiconductors). The fact that there are very few substitutes for semiconductors is another
important contributing factor to the generalized supply shock. This feature of semiconductors
indicates that it is a relatively inelastic good — its scarcity increasing its price.

4.2. Russian-Ukrainian War

Further inflationary pressure from the supply side, particularly in Europe, has come from the
Russian-Ukrainian War, beginning in February 2022. As the conflict continues, energy prices
have risen exponentially, because Europe imports much of its oil and natural gas from Russia.
In the months since Russia’s invasion, more European countries have sanctioned Russia by
banning its exports or raising import tariffs which reduces supply and worsens the inflation
situation. Furthermore, the war has devastated Ukrainian agricultural production, causing steep
increases in food prices.
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Figure 3: Overall shifts to both aggregate demand and aggregate supply that have occurred
since the beginning of the pandemic

The graph above shows the overall shifts to both aggregate demand and aggregate supply that
have occurred since the beginning of the pandemic. It shows that a large rightward shift in
aggregate demand has caused the increase in real GDP, offset only somewhat by a leftward
shift in aggregate supply. However, both of these shifts are inflationary, and recent interest rate
hikes in the US and UK have yet to effectively lower inflation rates.

THE ECONOMIC CYCLE

Business

Recessionary
Trough

Figure 4: The economic cycle
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5. CONCLUSION

As most economists believe currently, they have predicted coming recessions for global
economies. The FOMC (Federal Open Market Committee) predicts that the inflation rate will
remain high till the end of 2022, with an average of 4.3%, and then decline to 2.7% in 2023
(US Inflation Forecast: 2022, 2023 and Long Term to 2030 | Data and Charts - knoema.com,
2022). However, some organizations and economists argue that inflation rates will remain high
or even increase in 2023. What these forecasts have in common is that the inflation rate would
decrease to a level of around 2.6%, in 2024, or in the long term. This makes sense because it
fits well in the economic cycle. What this graph essentially shows is a cycle going from an
inflationary period to a stable economic period, then to recession, and eventually back to
inflation. To conclude, the inflation rate basically depends on the balance of aggregate demand
and aggregate supply. Also, it depends on the supply of workers, which is closely related to the
aggregate supply, which in turn influences production levels. When the unemployment rate is
low, with a higher number of workers in the labor market, average income would also rise.
When the average income level rises, then company owners tend to raise the market price levels
in order to afford the expenditures on high numbers of workers. This would cause the workers
to demand even higher wages, eventually sustaining a negative loop, causing severe inflation.
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ABSTRACT

During the COVID 19 pandemic all governments in the world use fiscal packages to decide the
health and economic crises. It requires the evaluation of effectiveness of public spending made.
The appropriate measure is the fiscal multiplier. The fiscal multiplier measures the short-term
impact of discretionary fiscal policy on Gross domestic product (GDP). The discretionary fiscal
policy realizes through the usage of fiscal instruments as public spending and taxes. The fiscal
multiplier could be calculated as the ratio of changes of GDP (4Y) fo a discretionary change
of public spending or tax revenue (AG or AT). This research uses first type of the multiplier
measuring changes of GDP by such o public spending with one. This research measures fiscal
multiplier for Bulgaria for the period 2008-2021. By the calculated “Impact multiplier” where
it tested changes of GDP and public spending only in the current period, the volatility of
multiplier is very wide. During the financial crises and following recession between 2008 -2010
the value of fiscal multiplier is negative. Before the COVID 19 crises it fluctuates in small pace,
mainly with positive value and higher is in third quarter of 2017. For the period 2008-2021 is
0.21. Despite the low value, it is statically significant and public spending influence on the
Gross Domestic product (GDP). This instrument of fiscal policy could use for the stimulation
of economic growth.

Keywords: Fiscal policy, public spending, fiscal multiplier

1. INTRODUCTION

During the COVID 19 pandemic all governments in the world use fiscal packages to decide the
health and economic crises. The public spending does not use only by this crises, but regular to
stimulate the economic activity during the different stage of economic cycle. It requires the
evaluation of effectiveness of public spending made. The appropriate measure is the fiscal
multiplier. As it known, the economic growth would stimulate through monetary and fiscal
instruments. The main market oriented fiscal are public spending and tax (excluding
administrative measures). It requires they are using effectively. The fiscal multiplier is also
important for the design of fiscal policy and forecasting. The definition of fiscal multiplier is a
change in GDP or other measurement of aggregate output by induced one unit change of one
of fiscal variables — public spending or tax. This research uses first type of the multiplier
measuring changes of GDP by such of public spending with one. The International Monetary
Fund introduces the Special Data Dissemination Standard (SDDS) in 1996. Subscribers to this
standard are required to collect and report central government expenditure data at annual base.
This research calculates the fiscal multiplier in short run for Bulgaria on quarterly base.

2. LITERATURE REVIEW

Many studies made contemporary research of fiscal multiplier in high-income and developing
countries. They find differences between these two types’ impacts - for high-income countries
is 0.37. In other words, one additional currency (for example Euro) of public spending will add
only 37 cents to output in the quarter in which it is incurred. This effect of public spending is
small, but statistically significant. For developing countries, the impact multiplier is negative -
minus 0.21 and is also statistically significant. Based on a survey of41 studies, Mineshima and
others (2014) find first-year multipliers on average to 0.75 for government spending. The
spending usually impact automatically so-called “automatic stabilizers”.
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During the crises usually government increases the spending to replace lost private
consumption. When during such period it made countercyclical policy with decrease of public
spending, the GDP also change in some direction with more high pace (example is Bulgaria
during the period 2009-2010 by previous economic crises). Romer and Romer (2010) and the
IMF (2010) use information from budget to directly identify exogenous fiscal policy changes.
Cloyne( 2011) investigates also such changes for United Kingdom. Blanchard and Perotti
(2002) research the impact government investment and consumption on aggregate supply. The
different approach to calculation of financial multiplier is shown below:

Study FM Notes

Barro and Redlick (2011) 0.4-0.6 Based on U.S. defense spending news; 1917-2006;
Lower multiplier for temporary spending changes,
higher end of range for permanent spending

changes.
Guajardo and others (2014) 0.3 Overall spending shock. After two years, multiplier
reaches about 1.
Hall (2009) 0.6 Based on U.S. defense spending news; 1930—2008.
Owyang, Ramey, Zubairy United States: 0.8. Based on U.S. defense spending news; 1890-2010 for
(2013) Canada: 0.4-1.6 the United States, 1921-2011 for Canada. Two year

multipliers; in Canada range of multipliers reflects
low unemployment (low multiplier) and high
unemployment (high multiplier) regimes. In the
United States, multipliers do not differ significantly
across regimes.

Ramey (2011) 1.1-1.2 Based on U.S. defense spending news; 1939-2008
"defense-news" reflect changes in the expected
present value of government spending in response to
military events; peak multiplier after 6 quarters.

Table 1: First-Year Spending Multipliers
(Source: Batini Nicoletta, Luc Eyraud, and Anke Weber, A Simple Method to Compute Fiscal
Multipliers, IMF, Working paper 1493, 2014)

3. PROBLEM STATEMENT

There are two types of factors influence on financial multiplier:(1) structure characteristics

influence on the answer of economy to fiscal shocks by the expansion and (2)temporary cycling

factors due to change in made fiscal policy vary the level of fiscal multiplier. The key structural
characteristics include:

e Trade openness of the economy. Bulgaria is small and open economy;

o Flexibility of labour market — such economies have usually smaller financial multiplier,
because salaries vary, it make stronger effect of financial shocks on flexible wages and
typically reduce the response of output to demand shocks (Gorodnichenko and others,
2012).Bulgaria is economy with small non flexibility labour market and it defines higher
financial multiplier;

e Exchange rate regime — the country with flexibility currency rate have higher multiplier due
to changes of currency rate offsetting the effects of discretionary fiscal policy. (Born and
others, 2013; llzetzki and others, 2013). The Bulgarian national bank(BNB) works
according the rules of Currency board with fixed currency rate to reserve currency and this
factor wouldn’t influence on multiplier);
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e By the high level of debt, the fiscal multiplier will be lower, because the lost of confidence
and effect on the interest rate premium(llzetzki and others, 2013, Kirchner and others,
2010). Bulgaria is country with low level of sovereign debt and this factor will be positive
factor;

e Public spending — by the inefficiency of these spending limits the effect of fiscal policy on
GDP. Due to it, the research investigates the impact of public spending.

e The second group of factor includes:

e Stage of business cycle;

e Monetary policy- expansionary monetary policy can limit the impact of contraction fiscal
shocks on demand. This research does not investigate the temporary factors.

4. METHODOLOGY AND DATA

4.1. Methodology

The research is implemented vector autoregressive (VAR) approache. This study employs the
Blanchard and Perotti (2002) structural identification procedure, which accounts for the effect
of automatic stabilization on public spending. Blanchard and Perotti (2002) model estimate
following equations:

Yn,t = z::l SPn't + U nt )

Where
Y — Gross Domestic Product for current quarter
SP — Public spending by consolidate fiscal program for current quarter

An increasing public spending has a direct effect on the economy, because higher demand for
goods and services. As a result, income and employment increase not only in the sectors where
public spending is taking place. Its movement stimulates consumer spending, due to higher
purchasing power of household. The empirical data indicates increased public spending has
stronger effect on the stage of the economy. The public spending may take the form of
consumption or investment expenditure.The consumption influences only in current quarter. In
differences the investment expenditure has not only effect in current quarter, but they are
multiplication impact. But multiplication effect is different through the period of recession or
of expansion. The public spending influence on GDP and the fiscal multiplier shows this
relation. In opposite side, the higher revenue of government budget enables government spends
more and increases the public spending.

4.2. The variables used in the model

e GDP - quarterly, the data used for its measurement on the components of Final
Consumption Expenditure. This indicator of GDP fully correspondents to public spending
as a component of aggregate demand, including consumption, investments, public spending
and net export. The research use nominal measure of GDP, because low index of inflation
in Bulgaria during observed period,;

e Public spending financed with national funds — quarterly, nominally by the consolidated
fiscal program.

4.3 Limitation of research

e Due to the different calculation of variables by the statistics — with or not accumulation,
monthly or quarterly — are recalculated the different variables to be mathematically
compatible - quarterly, without accumulation and in BGN;

156



87t International Scientific Conference on Economic and Social Development - "Economics, Management, Finance and Banking" —
Svishtov, 28-30 September, 2022

e The survey uses the data of consolidated fiscal program for the period;

e [t is very difficult to distinguish the impact of factors’ variables on the changes of GDP or
such are the result from automatic adjustment and due to it, the research suggests as a reason
for changes only the influence of independent variables.

4.4. Data analyze

The public spending in Bulgaria characterizes with the volatility as in the different quarters in
the year, also by comparison of years. The biggest positive changes are in the last quarter every
year. It is typical for the Bulgarian economy to make the biggest expenditures in the fourth
quarter. By comparing the years, the largest deviations are in 2018 and 2020. For the last year
could be explained with government measures taken to offset household and business incomes
from the COVID19 pandemic

Graph 1: Change of public spending by Consolidate fiscal program in Bulgaria for 2008-
2021
(Source: Ministry of Finance, Bulgaria and own calculation)

The higher negative changes in GDP are in the first quarter of more of years in the period. The
highest value of volatility is in 2019 and 2021. The positive changes are observed in third
quarter every year. In Bulgaria the tourism is priority sector and adds to GDP mainly in third
quarter. By the comparison year with year, for the whole period, excluding 2020 due to
COVID19, Bulgarian economy realizes the economic growth.
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Graph 2: Change of Gross Domestic Product by Consolidate fiscal program in Bulgaria for
2008-2021
(Source: Ministry of Finance, Bulgaria and own calculation)
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The effectiveness of one BGN public spending is higher in 2011, 2012 and 2017 during the
observed period. The smaller is in 2020 and 2021 due to COVID 19. By the calculation of
elasticity of GDP for one BGN , it is higher in third quarter every year.

b D O L DD
YA A AT

Graph 3: Change of Public Spending and Gross Domestic Product by Consolidate fiscal
program in Bulgaria for 2008-2021
(Source: Ministry of Finance, Bulgaria and own calculation)

5. RESULTS
By the research is tested vector autoregressive model VAR(4) for Bulgaria for period 2008-
2021.The fiscal multiplier for this period is 0.21. It is with small value, but is statically
significant. Compare with such multiplier calculated for the first decade after the transition, it
has increased. There are the differences between the impact of public spending on GDP in first
and last quarters of every year and second and third. The most effective are the public spending
in last quarter. Usual for Bulgaria is the higher public spending to make in last part of year,
sometimes — non targeting transfers go to beneficiaries. The factors increasing of the fiscal
multiplier in Bulgaria are following:

e The economic horizon is short. The public spending (for salaries) in same quarter influence
on consumption. It will raise aggregate demand and in the end will growth aggregate supply
— GDP;

e The low level of government and public debt;

e Monetary policy is not active. Bulgarian National Bank (BNB) works by the rules of the
Currency Board. Due to it, BNB keeps only one instrument — required reserves. It does not
permit the bank to realize active monetary policy;

e Less developed financial markets and main financing for households and business come
from the Commercial banks. It limits the consumption and investment in private sector and
keep the level of aggregate demand and GDP.

The factors decreasing of the fiscal multiplier in Bulgaria are following:

e The economy is small and open. The disruption in supply chain or shrinking of export
strongly influence on aggregate demand and supply;

e Collection of tax revenue. It defines disposal resources;

¢ Inefficiency of public spending management;

e The saving with precautionary motive will be more in uncertain environment.
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All these factors add or reduce the fiscal multiplier in Bulgaria and lead to smaller fiscal
multiplier compared with such in developed countries.

The analysis identifies several problems for the decision in the next years:

e The authorities should remove barriers for the absorption of EU funds and public
spending with them. It will allow more efficient use of EU funds by the building of
infrastructure;

e The high share of the informal economy limits the tax revenue and creates resources for
higher productive infrastructure spending. Financing with government debt it would
lead to undesirable crowding-out effects in other parts of the economy;

e The subsidies and other non-targeted government transfers could be decreased to make
room for more growth-enhancing spending. In Bulgaria, subsidies ( targeted and non —
targeted) raise over time.

e The pension reforms and increased working life will also have a benefits on potential
growth. Such pension reform will lead to lower permanent transfer in the social area
and it will increase the fiscal multiplier.

6. CONCLUSION

During the COVID 19 pandemic all governments in the world use fiscal packages to decide the
health and economic crises. The public spending does not use only by this crises, but regular to
stimulate the economic activity during the different stage of economic cycle. It requires the
evaluation of effectiveness of public spending made. The appropriate measure is fiscal
multiplier. This research uses the multiplier measuring changes of GDP by such public spending
with one. This research calculates the fiscal multiplier in short run for Bulgaria for period 2008-
2021. The research is implemented vector autoregressive (VAR) approache. It tested vector
autoregressive model VAR(4) for Bulgaria for period 2008-2021.The fiscal multiplier for this
period is 0.21. It is with small value, but is statically significant. The Comparising with such
multiplier calculated for the first decade after the transition, it has increased. Despite the low
value, it is statistically significant and public spending influence on the Gross Domestic
product. This instrument of fiscal policy could use for the stimulation of economic growth.
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